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Keywords  Industry 4.0 · Industry 5.0 · Digital economy · Artificial intelligence · 
Innovation · Digital transformation

The modern economy has entered a phase of profound transformation driven by the 
rapid development of digital technologies. Artificial Intelligence (AI) plays a lead-
ing role in this process and is justifiably regarded as one of the most breakthrough 
technological trends of the last decade, with its impact being felt across all domains.

The integration of AI into socio-economic systems is radically reconfiguring the 
mechanisms of human–technology interaction, giving rise to discussions about the 
future of Industry 6.0. Importantly, digital transformation extends beyond mere 
technology adoption and necessitates systemic changes in managerial approaches, 
the restructuring of production and distribution chains, the revision of customer 
interaction models, and the development of fundamentally new forms of human–
machine collaboration. Despite considerable progress in algorithmic solutions such 
as machine learning, natural language processing, and computer vision, the practi-
cal deployment of AI remains complex and fragmented across industries. The book 
thus pays particular attention to the conditions under which AI technologies can 
create sustainable value. Which factors enhance the effectiveness of AI integration? 
How do organizational culture, digital infrastructure, and workforce preparedness 
affect implementation outcomes? And what are the accompanying risks of acceler-
ated AI adoption? By exploring these questions, the authors contribute to the current 
scientific and policy discourse.

The chapters included in this volume illustrate a wide range of approaches to the 
topic, from theoretical modeling and comparative analysis to empirical case studies 
and implementation practices. The thematic section Artificial Intelligence for 
Industrial Transformation showcases the multifaceted application of AI. A review 
of relevant literature conducted by the authors confirms the central role of AI in the 
industrial digital transformation agenda and highlights the exponential growth of 
publications on this subject. AI is increasingly used in project-based industries to 
enhance industrial safety. The implementation of AI-based systems enables predic-
tive risk assessments, real-time compliance monitoring, and automated safety 
management.

Going beyond industrial applications, AI is becoming a pivotal tool in the fight 
against corporate fraud. The use of generative models, customer behavior algo-
rithms, anomaly detection systems, and intelligent monitoring technologies facili-
tates both the identification of fraudulent schemes and the development of proactive 
risk prevention mechanisms. Empirical findings indicate that businesses’ trust in AI 
is strongly associated with enterprise size, technological awareness, and workforce 
qualification. Many firms are ready to delegate to AI creative problem-solving and 
customer-facing automation. However, barriers remain, including high implementa-
tion costs, skill shortages, and the opacity of AI decision-making. Thus, social 
acceptance and trust are viewed as essential conditions for the widespread adoption 
of AI technologies.
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One of the most promising areas of AI deployment is logistics and procurement, 
the focus of the subsequent thematic section. Particular attention is given to the 
intelligentization of supply chains, the development of platform-based solutions, 
and enhancing logistical system adaptability to global challenges.

The digitalization of logistics and procurement is one of the most dynamic vec-
tors of industrial transformation, affecting both tactical aspects (inventory control, 
supply optimization) and strategic dimensions (the creation of sustainable digital 
ecosystems and transformation of business models). The chapters illustrate how 
digital technologies improve operational efficiency and foster rethinking of interac-
tions among organizations, suppliers, consumers, and infrastructure. Research dem-
onstrates how lean management, when integrated with digital tools, transforms 
internal material supply processes, significantly reducing fulfillment time and oper-
ating costs. This confirms the high effectiveness of the digital lean approach, which 
combines continuous improvement principles with digital transformation—espe-
cially relevant for small and medium-sized enterprises striving for agility and 
adaptability.

Different models show how digitalization affects last-mile logistics development 
depending on the territorial context. The authors emphasize the potential of crowd-
shipping—platform-based logistics models leveraging flexible labor—as a cost-
optimization and sustainability solution in small towns. Another study develops a 
theoretical and practical framework for Logistics 5.0 based on the integration of 
generative AI and digital agents (GAI-DA). The authors highlight not only techno-
logical advantages but also the strategic role of GAI-DA as enablers of resilient, 
human-centered logistics systems. Furthermore, a methodological framework is 
proposed to address institutional, technical, and regulatory barriers to the integra-
tion of AI solutions into existing logistics architectures.

Effective implementation of digital solutions requires a well-developed architec-
tural framework, appropriate platform selection, coordination of hardware–software 
solutions, and methodological support for transformation processes. The subse-
quent thematic section—Architecture, Systems, and Methods of Digitalization—
focuses on foundational principles of digital architecture, system formalization 
approaches, and methods for scalable and sustainable implementation of digital 
solutions. These aspects underpin the long-term effectiveness of digital transforma-
tion across economic sectors.

The authors demonstrate that successful digital transformation is grounded in 
distributed computing, end-to-end digital continuity, high-efficiency analytics, and 
intelligent quality management systems. Studies emphasize that data product–ori-
ented architectures enhance the economic value of edge-processed data. Such archi-
tectures ensure data representation unification, multi-vendor interoperability, and 
resilience to digital fragmentation. On the practical side, the synthesis of hardware 
and software is essential. The potential of embedded components for building com-
pact, reliable, and energy-efficient devices in industrial IoT systems is elaborated. 
The research also develops a network-based model for managing digital industrial 
ecosystems. It enables scheduling of auxiliary projects through calendar planning 
and critical path analysis and supports the selection of optimal implementation 
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scenarios considering resource constraints and agent goals. Special focus is placed 
on algorithmic formalization of decision-making processes—from technology and 
agent configuration selection to multi-criteria optimization based on cost, time, and 
quality. This model is applicable to the development of digital platforms that facili-
tate multivector management of industrial coalitions and supply chains based on 
Industry 5.0 principles.

The development of digital architectures, systems, and methods creates a foun-
dation for large-scale digital initiatives, ensuring technological and methodological 
coherence. Yet, the success of digital transformation is determined not only by tech-
nical capacity but also by the context of its implementation—especially regional 
specificities. Therefore, regional aspects of digital transformation must be examined 
to understand how local conditions influence the success and direction of digital 
development and how regions adapt to the challenges and opportunities of the digi-
tal economy. The next thematic section explores regional trajectories of digital 
transformation and analyzes trends and approaches at the regional level.

Studies underscore that regional digitalization paths are largely shaped by path 
dependence and the institutional environment. The authors propose a novel history-
friendly modeling approach to identify stable regional development configurations 
and their impact on human capital reproduction. They find that regions with pro-
longed digital lag exhibit low levels of innovation activity and foundational digital 
competencies, while digital frontrunners rely on well-developed human capital.

Another study reveals the role of digital transformation in advancing creative 
industries as a driver of economic revitalization in small and medium industrial cit-
ies. The authors highlight the importance of tailoring strategies to local identities 
and institutional particularities and the need to establish digital platforms for inter-
action among government, business, and society. The study emphasizes that digital 
infrastructure is foundational for social capital and spatial justice amid uneven 
urbanization. At the same time, digital inequality becomes a dominant factor of 
regional differentiation, influencing access to essential services. These and other 
findings underscore the value of an interdisciplinary approach for a comprehensive 
understanding of regional digital transformations and for developing integrated 
policies that consider socio-cultural and economic-geographic contexts.

To fully realize the potential of digital technologies at the national and regional 
levels, a coherent and targeted digital policy is required. Digital policy sets strategic 
priorities, establishes institutional frameworks, and ensures infrastructure for inte-
grating digital innovation into sustainable development and economic growth. The 
next thematic section is devoted to analyzing digital policy, its role in economic 
development and competitiveness, and mechanisms for achieving long-term socio-
economic outcomes from digital technology deployment.

Research suggests that digital competitiveness and AI investment do not always 
produce direct positive effects; in countries with insufficient digital maturity, their 
impact may be statistically unstable or even negative. The Global Competitiveness 
Index emerges as the most consistent predictor of labor productivity. Authors 
emphasize the need for differentiated digital policies tailored to structural character-
istics and institutional readiness. Another study establishes a link between the 
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growing share of high-tech products in GDP and reduced energy intensity of the 
economy. The findings show that the manufacturing sector contributes most signifi-
cantly to sustainability, maintaining positive dynamics even under sanctions and 
structural shifts. The constructed model identifies relationships among productivity, 
energy efficiency, and structural modernization, offering insights for strategic indus-
trial policy planning.

A meta-analysis of organizational challenges in digital transformation identifies 
core barriers, including digital skill shortages, managerial inertia, fragmented sup-
ply chains, and weak coordination of change. In response, the authors propose an 
analytical framework based on three components—labor, management, and sup-
ply—which facilitates the design of organizational innovations to overcome internal 
resistance to digitalization.

Platform-based solutions integrating diverse processes are becoming essential 
tools. The formation of unified digital trade policy and the need for international 
science and technology cooperation necessitate the creation of a global digital com-
munication platform. A central thesis is the dialectic between innovation and imple-
mentation. The platform approach is seen as a tool for removing barriers in 
e-commerce, technology and idea transfer, regulatory harmonization, and cross-
border data flows.

These and other critical issues were addressed at the International Scientific 
Conference “Digital Transformation in Industry: Trends, Management, Strategies” 
(DTI2024) organized by the Institute of Economics of the Ural Branch of the 
Russian Academy of Sciences. This book integrates the results of interdisciplinary 
research on the major milestones and challenges of digital transformation across 
various economic sectors and levels of socio-economic organization. We hope this 
volume serves as a source of new ideas and practical solutions for researchers, poli-
cymakers, business leaders, and all those committed to sustainable digital 
development.

Editorial: The Role of AI in Digital Transformation. Are We Ready for an AI-Powered…
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1 � Introduction

Digital transformation has emerged as a defining trend in modern industry. It 
reshaped the ways in which organizations operate and compete in the era of 
advanced technologies [1, 2]. This concept refers to the comprehensive adoption of 
digital technologies to fundamentally improve business processes, organizational 
capabilities, and value delivery [3].

Most recently, the research on the digital transformation of industry and the role 
of AI within it has expanded rapidly across multiple disciplines. Scholars in engi-
neering, computer science, operations management, and information systems have 
examined topics ranging from technical developments (e.g., new AI algorithms for 
industrial applications) to managerial and strategic aspects (e.g., how firms imple-
ment digital strategies, the impact on business models, and workforce implications) 
[4, 5]. This interdisciplinary body of literature spans various industrial sectors, 
including manufacturing, supply chain and logistics, healthcare, energy, and finance.

As the academic community has sought to make sense of these fast-moving 
developments, numerous literature reviews and bibliometric studies have been 
undertaken to synthesize current knowledge [6, 7]. Nevertheless, given the acceler-
ating pace of innovation, there is a continuous need to take stock of recent trends 
and emerging themes in this domain.

The purpose and the main scientific value added of this paper is to provide a 
comprehensive theoretical review of recent trends in the digital transformation of 
industry, with a special focus on the integration of artificial intelligence. We adopt a 
bibliometric and thematic analysis approach to identify key research themes, con-
ceptual clusters, and knowledge gaps in the current literature. By analyzing a broad 
set of most recent and relevant academic publications on “digital transformation” 
and “AI in industry,” we select the dominant topics and highlight how AI is being 
leveraged across different industrial domains. Diagrams summarizing the results of 
the bibliographic analysis are presented to support this analysis: a word cloud of 
frequently occurring terms in relevant paper titles, and two network maps generated 
via VOSviewer that visualize thematic clusters based on textual data and biblio-
graphic coupling of the vast body of research literature. Through this approach, we 
discuss how core themes such as Industry 4.0, digital twins, AI-driven process inno-
vation, and supply chain digitalization interconnect, and we examine emerging 
areas including human-centric Industry 5.0 paradigms. This paper is organized as 
follows: The next section provides an overview of the relevant academic research 
literature and conceptual background. We then present the identified thematic clus-
ters of research with in-depth discussion of each cluster. Finally, we discuss the 
implications of these findings for current trends and future research directions, 
before concluding with a summary of insights and recommendations.
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2 � Literature Review

Digital transformation in industry is driven by a confluence of advanced technolo-
gies and strategic initiatives aimed at modernizing industrial operations [8–10]. 
Industry 4.0 serves as the foundational framework for this technological revolution. 
Introduced in 2011 as a strategic initiative, Industry 4.0 encapsulates the vision of 
highly automated and interconnected industrial systems [11]. At its core, Industry 
4.0 is characterized by the deployment of cyber-physical systems—integrations of 
computation, networking, and physical processes—enabled by ubiquitous sensor 
connectivity (the Industrial Internet of Things (IIoT)) and real-time data exchange 
across the value chain [12].

This paradigm facilitates “smart factories” in which machinery, warehousing 
systems, and production facilities are digitally linked and can autonomously coor-
dinate and optimize their activities [13]. The goal is to create tailored, versatile 
manufacturing solutions by leveraging data-driven insights. Key enabling technolo-
gies of Industry 4.0 include IoT, cloud computing for scalable data storage and 
processing, big data analytics, robotics and automation, additive manufacturing (3D 
printing), and importantly, artificial intelligence and machine learning algorithms to 
interpret data and drive intelligent decision-making [14–17].

Figure 1 above shows the evolution of the number of publications on digital 
transformation of industry and AI in industry indicating the gradually rising interest 
in these topics. It is apparent that the number of publications has increased hundred-
fold: from merely 2 publications in 2018 to 212 publications in 2024.

A recent systematic literature review found an increasing number of studies 
leveraging AI-integrated digital twins to tackle diverse industrial problems, 

Fig. 1  Evolution of the number of publications on digital transformation of industry and AI in 
industry
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demonstrating applicability across multiple domains [18–20]. It also appears that 
Industry 5.0 is seen as an evolution that complements Industry 4.0 by focusing on 
leveraging advanced technologies (including AI) to augment human capabilities 
rather than replace them, and to ensure production systems align with societal goals 
for sustainability and worker well-being [21–23].

All the above reflects a growing theme in current research and policy discourse: 
how to balance the efficiency gains from AI and automation with the need for human 
oversight, ethical AI use, and sustainable practices [24, 25]. Indeed, ethical consid-
erations, such as data privacy, algorithmic bias, and job impact, have become notice-
able and the frameworks for responsible AI deployment in industry are now being 
discussed alongside technical innovations [26, 27].

In order to synthesize the breadth of literature on these topics, bibliometric anal-
yses can be useful. Researchers employ tools like VOSviewer software package to 
map the intellectual structure of the field, highlighting major thematic clusters and 
how they interrelate [28–30].

In this paper, we have collected a large sample of recent publications to perform 
such an analysis. Figure 2 above provides a high-level overview of the key topics in 
the literature by visualizing a word cloud of the most frequent words appearing in 
the titles of 100 relevant academic papers (selected from the Web of Science data-
base) on “digital transformation of industry” and “AI in industry.” Larger words in 
the cloud indicate higher occurrence in titles, thus representing focal points of 
research.

The size of each word corresponds to its frequency in the paper titles, highlight-
ing prominent topics in the discourse. Notably, terms such as “Industry 4.0”, 
“Artificial Intelligence”, “Digital Transformation”, and “Smart Manufacturing” 
appear in large fonts, indicating their centrality to recent research. Other significant 
terms include “IoT” (Internet of Things), “Digital Twin”, “Innovation”, “Supply 

Fig. 2  WordCloud diagram of the titles of 100 most relevant papers on “digital transformation of 
industry” and “AI in industry”
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Chain”, “Management”, and “Sustainability”, reflecting common themes explored 
by scholars. This visualization suggests that much of the literature converges on 
integrating advanced technologies (AI, IoT, digital twin) with strategic transforma-
tion objectives (innovation, efficiency, sustainability) in industrial contexts.

3 � Methodology

In order to systematically identify the major research themes, we conducted a net-
work analysis of the research literature. Using VOSviewer software, we analyzed 
two aspects of 550 relevant papers from the Web of Science (WoS) database 
(2018–2025) that matched the search criteria using the keywords “digital transfor-
mation of industry” and “AI in industry”.

First, a text analysis of titles and abstracts was performed to find frequently co-
occurring terms, which are visualized in a network graph where nodes represent 
keywords and links indicate co-occurrence in the same documents. Second, we 
examined the bibliographic coupling among these papers (how papers cite common 
references or each other), which reveals clusters of papers that form coherent 
research streams. The whole methodology is presented in Fig. 3 that is depicted above.

4 � Results

4.1 � Network Map of Key Terms

The resulting maps from the analyses described above and using the methodology 
presented in the previous section are shown in Figs. 4 and 5 that are shown below. 
Each cluster has been interpreted and labeled based on the prominent keywords or 
the thematic focus of the papers in that group.

In Fig. 4, nodes represent terms extracted from titles and abstracts, and node size 
reflects the frequency of the term. Terms that co-occur frequently in the same pub-
lications are grouped into clusters indicated by different colors. Several distinct 
thematic clusters are evident. For example, one cluster (colored red in the figure) 
revolves around core Industry 4.0 concepts (e.g., “cyber-physical systems”, “IoT”, 
“smart manufacturing”), another cluster (blue) highlights artificial intelligence 
applications and techniques (e.g., “machine learning”, “data analytics”, “predictive 
maintenance”), while another (green) focuses on business and organizational 
aspects (e.g., “digital strategy”, “innovation”, “capabilities”). Additional clusters 
capture themes like supply chain and logistics (e.g., “supply chain management”, 
“optimization”, “Blockchain”), sector-specific transformation (terms related to 
industries like “healthcare”, “construction”, “finance”), and sustainability (e.g., 
“sustainable manufacturing”, “circular economy”). The term network highlights 
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Fig. 3  Research methodology

certain concepts, such as Industry 4.0, AI, and digital strategy, serve as central hubs 
that connect to many other topics, reflecting their integrative role in the relevant 
academic literature.

In Fig. 5, each node represents an individual publication, and links indicate the 
strength of bibliographic coupling (i.e., the extent to which two papers cite a com-
mon set of references). Nodes are colored by cluster, and major research streams 
can be inferred by examining representative papers in each cluster. The clustering 
largely aligns with the thematic grouping from the text analysis. Notably, one clus-
ter consists of papers establishing frameworks and overviews of Industry 4.0 and 
digital transformation (often highly cited review articles and conceptual papers). 
Another cluster contains studies focusing on AI-driven manufacturing and mainte-
nance, including works on digital twins and smart factories. A distinct cluster cor-
responds to supply chain digital transformation, linking research on AI in logistics, 
inventory management, and procurement. There is also a cluster oriented towards 
organizational transformation and business model innovation, comprising 
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Fig. 4  Network map of key terms from the text data of 550 publications on digital transformation 
and AI in industry

management studies on strategy, leadership, and competencies required for success-
ful digital transformation. Further clusters highlight research in specific sectors 
(such as healthcare’s digital transformation, fintech applications in finance, or agri-
culture 4.0), as well as a smaller emerging cluster addressing ethical and societal 
implications (AI ethics, workforce impact, and sustainability of Industry 4.0 initia-
tives). The bibliographic network reveals that while the field is interdisciplinary, 
there are coherent sub-communities of scholars focusing on these topical areas, with 
relatively dense citation linkages within each cluster. From the combination of these 
analyses and a qualitative review of representative papers in each cluster, we iden-
tify several major thematic areas in the research literature. These thematic clusters 
and their key characteristics are discussed below.
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Fig. 5  Bibliographic coupling network of the same 550 publications, illustrating how the litera-
ture divides into clusters of closely related studies

4.2 � Industry 4.0 Foundations and Enabling Technologies

One prominent cluster of literature centers on the foundational frameworks and 
technologies of Industry 4.0 itself. These works often provide overarching concep-
tual models, definitions, and implementation roadmaps for the digital transforma-
tion of manufacturing and related industries. Many are broad surveys or structured 
literature reviews that attempt to synthesize the state of the art. For example, 
researchers have identified multiple dimensions (technological, organizational, 
social, etc.) that constitute digital transformation and noted the need to integrate 
new elements like sustainability into these frameworks.

Studies in this cluster typically discuss the key enabling technologies driving the 
Fourth Industrial Revolution including IoT, cyber-physical systems, cloud comput-
ing, big data, and AI and how their convergence is reshaping industrial systems.

A common theme is the development of readiness and maturity models to assess 
how prepared organizations are to implement Industry 4.0. Such models break down 
digital transformation into components (e.g., technology infrastructure, skills, strat-
egy alignment) and provide diagnostic tools for companies. Numerous papers 
describe case studies or national initiatives aimed at promoting Industry 4.0 
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adoption, reflecting a global interest in these foundations. Notably, this cluster dem-
onstrates that Industry 4.0 is not viewed as a single technology, but as an ecosystem 
of interconnected innovations. Authors emphasize the importance of integration—
for instance, IoT sensors collecting shop-floor data, which AI algorithms then ana-
lyze in cloud platforms, feeding insights back to operators in real time. The cluster’s 
publications often serve as starting points for scholars and practitioners to under-
stand the breadth of digital transformation, the vocabulary of emerging technolo-
gies, and reference architectures guiding implementation. By mapping out the 
landscape of enabling technologies and their interdependence, these studies lay the 
groundwork for more specialized research in subsequent clusters.

4.3 � Smart Manufacturing and Digital Twin Applications

Another major cluster covers the application of AI and digital technologies within 
core manufacturing and operational processes—essentially the realization of “smart 
factories.” Here, topics like intelligent automation, real-time process control, and 
advanced manufacturing systems are prevalent.

Self-driving vehicles and drones, guided by AI, have also been explored for auto-
mating parts of the logistics chain. Another important thread in this cluster is the 
utilization of blockchain and AI for supply chain transparency and trust—for exam-
ple, using blockchain to immutably record transactions and AI to detect anomalies 
or inefficiencies in the chain. The integration of AI is seen to improve not only 
efficiency but also agility: supply chain AI systems can rapidly re-optimize plans in 
the face of disruptions (such as sudden supplier failures or transport delays), enhanc-
ing resilience. Recent literature in this cluster has also embraced the concept of 
Supply Chain 4.0 (and even “Industry 5.0” in supply chains), which extends Industry 
4.0 principles across the entire value network. Findings consistently show that 
AI-enabled supply chains yield significant performance improvements; one system-
atic review concluded that AI integration leads to better demand forecasting, leaner 
inventory, and superior decision-making capabilities across the supply chain.

These improvements contribute to cost savings and customer service enhance-
ments. However, the cluster also discusses challenges: data silos between supply 
chain partners, concerns over data privacy/security when sharing information, and 
the need to upskill logistics personnel to work with AI-driven systems are frequently 
noted hurdles. Overall, the supply chain cluster underscores that digital transforma-
tion is not confined within the factory walls but extends to the coordination of entire 
ecosystems of production and distribution, with AI acting as a catalyst for a more 
synchronized and intelligent supply network.
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4.4 � Strategy, Management, and Business Model Innovation

Beyond the technical domains, a substantial portion of the literature is devoted to 
the strategic and organizational aspects of digital transformation in industry. This 
cluster includes research in fields like management, organizational studies, and 
innovation management, examining how firms plan and execute digital transforma-
tion and how it impacts their business models, workforces, and competitive dynam-
ics. There is also literature on organizational structures and processes (e.g., creating 
cross-functional digital teams, incubating innovation units, and redesigning work-
flows) that support the integration of AI and digital tools. In summary, this cluster 
underscores that technology alone does not guarantee transformation; aligning tech-
nological capabilities with strategy, reinventing business practices, and effectively 
managing people and processes are equally crucial. These studies complement the 
technical research by highlighting the socio-technical nature of digital transforma-
tion—success emerges from synchronizing technological change with organiza-
tional evolution.

The drive for digital transformation with AI spans across many industrial sectors, 
and some clusters of research are defined by their sectoral focus. These studies dive 
into how the general principles of Industry 4.0 and AI adoption manifest in specific 
contexts such as healthcare, transportation, agriculture, energy, construction, and 
finance. Although manufacturing is the epicenter of Industry 4.0, other industries 
have developed their own analogous transformation journeys (sometimes termed 
with labels like “Healthcare 4.0” or “Construction 4.0”). For example, in healthcare, 
digital transformation involves AI-driven diagnostics, telemedicine platforms, and 
smart hospital systems. One can find case studies of hospitals using AI for predic-
tive patient flow management or medical image analysis as part of healthcare’s digi-
tal evolution. In agriculture (often branded Agriculture 4.0 or smart farming), IoT 
sensors combined with AI help optimize irrigation, crop monitoring, and yield pre-
diction. The finance sector’s transformation, often discussed under fintech, sees AI 
in algorithmic trading, fraud detection, and personalized financial services, illustrat-
ing how even service industries are part of this digital wave. Research focusing on 
logistics and transportation might examine smart ports or autonomous shipping 
(maritime 4.0), while energy sector studies look at smart grids and AI for predictive 
maintenance of utility infrastructure. Each sector brings its unique challenges and 
priorities: for instance, regulatory compliance is a major theme in healthcare and 
finance when implementing AI, whereas in construction, the focus might be on inte-
grating AI with Building Information Modeling (BIM) systems for project manage-
ment. This sector-specific cluster often provides rich detail through case studies and 
domain-specific frameworks. They reveal that while the fundamental technologies 
(AI, IoT, cloud, etc.) are similar across sectors, the applications and impact can be 
very different. Supply chain optimization means one thing in agriculture (managing 
perishable goods and weather uncertainties) and another in pharmaceuticals (ensur-
ing drug traceability and security). By examining these contexts, the literature 
underscores that digital transformation is a pervasive phenomenon but not a 
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one-size-fits-all endeavor. Each industry adapts the tools of AI and digitalization to 
its environment, sometimes even coining new terminology (like “Industry 4.0 for 
healthcare”) to mark the confluence of digital tech and sector practice. These studies 
collectively broaden the perspective beyond manufacturing, demonstrating how 
AI-enabled transformation is taking shape in various corners of the economy and 
providing cross-industry learnings. Notably, they often identify sector-specific ben-
efits—such as improved patient outcomes in healthcare or enhanced sustainability 
in smart agriculture—alongside general benefits like efficiency and agility.

Emerging from the literature is a cluster that explicitly addresses the human and 
environmental dimensions of digital transformation—aligning with what is increas-
ingly framed as Industry 5.0. This research stream recognizes that technological 
advancement must go hand-in-hand with human-centric values and sustainable 
practices. On the human side, a number of studies explore the impacts of AI and 
automation on employment, job design, and worker skills. Rather than viewing 
technology as purely a substitute for labor, these works emphasize human-AI col-
laboration, seeking ways to augment workers’ capabilities with AI tools. Concepts 
such as the “augmented operator” or “collaborative robotics” appear in this cluster, 
focusing on how to design systems where humans remain in the loop and benefit 
from AI assistance (for example, wearable AR devices that guide workers, or AI 
decision support systems that improve human decision quality). The importance of 
continuous training and lifelong learning for employees is often stressed, as roles 
evolve due to digitalization. In fact, some papers in this cluster propose educational 
frameworks or partnerships to ensure the workforce is prepared for the digital 
era—a reflection of Industry 5.0’s aim to put people at the heart of industrial 
innovation.

On the sustainability side, this cluster engages with how digital transformation 
can contribute to or detract from sustainability goals. Industry 4.0 technologies are 
frequently touted as enablers of more efficient resource use—for instance, AI algo-
rithms optimizing energy consumption in factories, or smart logistics reducing fuel 
use and emissions through better routing. Several studies provide evidence of envi-
ronmental performance improvements through such digital interventions. Moreover, 
the notion of the circular economy is linked in: digital tracking and data analytics 
can facilitate recycling, remanufacturing, and better product lifecycle management, 
thereby reducing waste.

Data privacy is another concern, especially when industrial transformation over-
laps with handling personal data (like in smart healthcare or customer analytics in 
service industries). The cluster devoted to these topics is relatively newer and 
smaller than the technology-focused clusters, but it is growing as companies and 
regulators alike emphasize responsible innovation. In summary, the human-centric 
and sustainable transformation cluster broadens the discourse beyond efficiency and 
profit metrics, urging consideration of worker welfare, societal impacts, and envi-
ronmental stewardship as core elements of the digital transformation journey. It 
resonates strongly with the Industry 5.0 vision of technology that empowers work-
ers and is sustainable, and it foreshadows an evolution of research priorities to 
include these critical dimensions.
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4.5 � Emerging Frontiers: Generative Ai 
and Future Technologies

The fast pace of technological advancement means that new tools and paradigms 
continue to appear on the horizon of industrial digital transformation. A nascent but 
quickly expanding cluster of recent papers is exploring generative AI and large lan-
guage models (LLMs) in the context of industry. The release of advanced LLMs 
(like GPT-3.5 and GPT-4) and generative models (for images, designs, etc.) has 
prompted questions about their potential uses in manufacturing and enterprise oper-
ations. Early studies and thought pieces suggest that generative AI could enhance 
human-machine interaction on the shop floor—for instance, intelligent chatbots 
(powered by models like ChatGPT) that can assist engineers and technicians by 
answering complex questions, retrieving technical documentation, or guiding trou-
bleshooting processes using natural language. This could make expert knowledge 
more accessible in real time, especially for less experienced staff, thereby flattening 
the learning curve in industrial settings. Another prospective application is in design 
and engineering: generative algorithms can help create optimized component 
designs or suggest innovative solutions by exploring vast design spaces (a process 
known as generative design). This aids engineers in product development by provid-
ing AI-generated design options that meet specified constraints and objectives, 
accelerating the innovation cycle. Beyond generative AI, this cluster also monitors 
other frontier technologies that could shape the next wave of industrial transforma-
tion. For example, the integration of edge AI computing (deploying AI algorithms 
on edge devices for real-time control), advancements in 5G/6G communications for 
ultra-reliable low-latency connections in factories, and the potential of quantum 
computing for solving complex optimization problems are topics starting to appear 
in literature. These discussions are largely forward-looking, recognizing that while 
Industry 4.0 is maturing, continuous innovation is pushing towards new paradigms 
sometimes referred to as Industry 5.0 and beyond. Industry 5.0, as previously noted, 
emphasizes human-centric and sustainable use of these technologies, and some 
authors conjecture about an Industry 6.0 characterized by even deeper integration of 
artificial and human intelligence and hyper-connected systems.

The emerging frontiers cluster is inherently speculative but important. It indi-
cates the research community’s awareness that the landscape of digital transforma-
tion is dynamic. As companies begin to experiment with generative AI tools or 
next-gen technologies in pilot projects, academic studies will follow, documenting 
benefits and pitfalls. Early indications point to significant interest—for example, 
industry surveys show a growing number of firms exploring ChatGPT-like systems 
for knowledge management and process automation tasks. Nevertheless, caution is 
evident: experts highlight risks such as the accuracy and reliability of generative AI 
outputs, cybersecurity implications, and the need for new skill sets to effectively use 
these tools. In capturing these dialogues, this cluster offers a preview of possible 
future research directions and helps stakeholders prepare for the disruptions and 
opportunities that emerging AI technologies may soon bring to the industrial domain.
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5 � Discussion

The analysis presented above illuminates several overarching trends in the digital 
transformation of industry, as well as revealing gaps and opportunities that chart 
directions for future research. Figures 4 and 5 collectively show a research land-
scape that is both broad and segmented. Established topics like Industry 4.0, 
AI-driven manufacturing, and digital strategy form the core around which much of 
the literature coalesces. At the same time, newer themes—notably sustainability, 
human-centric design, and the advent of generative AI—are emerging at the periph-
ery, indicating growing scholarly interest but comparatively fewer studies to date. 
This suggests that while the foundational aspects of digital transformation (e.g., 
implementing core technologies and optimizing processes) are well represented in 
current research, there is still an evolution underway as attention shifts to more 
holistic and forward-looking concerns. One evident trend is the convergence of for-
merly distinct disciplines. Traditionally, studies of manufacturing technology and 
studies of management or strategy were separate silos. However, the cluster analysis 
(Fig.  2) shows significant linkages between technical terms (like IoT, machine 
learning, automation) and organizational terms (like innovation, capabilities, strat-
egy). This reflects a recognition that technological innovation in industry cannot be 
divorced from organizational context. Indeed, recent research increasingly adopts a 
socio-technical perspective, examining not just how to develop or implement an AI 
system, but also how it alters workflows, how employees interact with it, and how it 
creates business value. As a result, one can observe a trend toward integrative frame-
works and case studies that involve interdisciplinary collaboration—for example, 
engineering researchers teaming up with management scholars to study a factory’s 
transformation both in terms of technical performance and change management. 
Future research is likely to deepen this integration. We can expect more holistic 
studies that simultaneously address technical efficacy, economic feasibility, and 
human factors of industrial AI deployments. Another key theme is the identification 
of success factors and bottlenecks in digital transformation efforts. Relevant research 
literature has moved beyond simply promoting new technologies to critically evalu-
ating what enables or hinders their adoption. Across multiple clusters (supply chain, 
smart manufacturing, and strategy), researchers point to common enablers such as 
top management support, employee training, robust data governance, and incremen-
tal implementation approaches. Correspondingly, frequently cited barriers include 
cybersecurity concerns, lack of interoperability between legacy and new systems, 
workforce skill gaps, and cultural resistance to change. The prominence of these 
topics in Fig. 3 clusters (for instance, the cluster on organizational transformation) 
indicates that understanding the conditions for effective transformation is a priority 
in current research. This focus will likely persist and strengthen, as companies still 
report mixed outcomes from their digital initiatives. Future research could provide 
more quantitative evidence on the impact of certain practices—for example, quanti-
fying the return on investment of training programs or the performance differential 
between firms that undertake comprehensive process reengineering versus those 
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that layer new technology onto old processes. Implications for industry practice 
emerging from these trends are significant. The strong interest in AI applications 
like predictive maintenance, quality control, and supply chain optimization con-
firms that many companies see immediate value. The literature’s findings—such as 
documented reductions in downtime and inventory via AI–provide an evidence base 
that practitioners can leverage to make the case for investments in these areas. On 
the other hand, the growing research on sustainability and human-centric approaches 
serves as a caution that the next stage of digital transformation will require balanc-
ing efficiency goals with broader responsibilities. Industrial firms are increasingly 
advised, both in literature and in practice, to adopt “responsible AI” and sustainable 
tech strategies—ensuring that AI deployments are transparent, fair, and aligned with 
environmental goals. The discussion around Industry 5.0, as seen in our thematic 
clusters, underscores that companies may gain competitive advantage by proac-
tively addressing worker empowerment and sustainability, rather than treating them 
as afterthoughts. From an academic perspective, the clustering suggests several 
future research directions. Firstly, there is a clear opportunity to strengthen the 
bridge between the technical and managerial domains—for example, developing 
integrated models that link technical performance metrics (like predictive model 
accuracy or production throughput) with business metrics (like return on invest-
ment, market responsiveness, or employee satisfaction). Such research would help 
demonstrate more concretely how AI-driven improvements translate (or fail to 
translate) into business success, thereby addressing a gap in understanding the value 
realization of digital transformation. Secondly, the relatively smaller clusters related 
to ethics, workforce, and policy implications point to the need for more scholarship 
in those areas. As AI systems become more autonomous and pervasive in industry, 
questions around safety, liability, and ethics (for instance, how to ensure an AI’s 
decision logic in a factory is transparent and does not inadvertently cause harm) will 
become more pressing.

Researchers can contribute by developing frameworks for ethical AI use in 
industry and studying the impact of AI on work (e.g., how job roles evolve when 
certain decisions are automated, and how to design AI systems that complement 
rather than replace human labor in beneficial ways). Furthermore, the emergence of 
generative AI and advanced analytics tools opens a new frontier that current litera-
ture is only beginning to explore. In the coming years, we anticipate a surge of stud-
ies testing these technologies in industrial settings—for example, investigating how 
chatbots like ChatGPT can serve as on-demand support for engineers and operators, 
or how generative models might revolutionize product design. Early discussions 
suggest both high potential and significant challenges, so future research must criti-
cally evaluate these tools’ practical utility and risks on the factory floor.

Another area for future inquiry is the digital transformation of small and medium-
sized enterprises (SMEs) and in developing economies. Much of the current research 
and many case studies focus on large, advanced manufacturing firms. Extending the 
knowledge to understand constraints faced by smaller actors (like resource 
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limitations, different skill profiles, or scalability of solutions) will be important for 
making the digital revolution inclusive across the industrial spectrum. In summary, 
the current state of research, as visualized and reviewed in this paper, portrays a 
field that has rapidly progressed in mapping out the technological and managerial 
blueprint of digital transformation. The discussion highlights that to continue this 
progress, research must increasingly tackle complex interdisciplinary questions and 
address emerging challenges. By doing so, scholars can provide insights that ensure 
the digital transformation of industry not only advances productivity and innovation 
but also aligns with human values and sustainable development goals.

6 � Conclusion

Overall, it appears that digital transformation of industry (powered by AI and simi-
lar frontier technologies) has become a multifaceted domain of research and prac-
tice. This theoretical review of relevant research literature has outlined how recent 
literature converges on several dominant themes: the foundational Industry 4.0 
frameworks that set the stage for smart factories, the deployment of AI-driven solu-
tions in manufacturing and supply chains that deliver efficiency and agility gains, 
the imperative of organizational change and business model innovation to truly har-
ness digital technologies, and the rising importance of human-centric and sustain-
able approaches as we move toward Industry 5.0. Using the thorough analysis of 
academic literature on the topic, the themes and their interconnections have been 
depicted and analyzed. The results confirm that topics like Industry 4.0, digital 
twins, AI-enabled operational excellence, and supply chain optimization are well-
established, whereas areas such as ethical AI usage, workforce development, and 
the integration of cutting-edge AI like generative models are emerging only recently 
and need further exploration.

All in all, the trajectory of research suggests that the coming years is going to 
witness a deepening of integration—both in technology (e.g., more seamless inte-
gration of AI, IoT, and digital twins in live industrial systems) and in research focus 
(blending technical, economic, and social analyses). Major key trends have been 
identified including the widespread adoption of AI for predictive maintenance and 
decision support, innovations in supply chain digitization, and the push toward 
embedding sustainability into digital transformation initiatives. Equally, challenges 
that constitute avenues for future research can be identified. It is important to ensure 
that digital transformation efforts would result in tangible business value, address-
ing the human and ethical implications of ubiquitous AI in the workplace, and 
extending digital benefits beyond early adopters to a wider range of industries and 
company sizes. In essence, the state of the art in this field reflects both significant 
progress and ongoing evolution. Industrial enterprises are leveraging AI to become 
more data-driven, interconnected, and intelligent, fundamentally redefining 
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processes that have existed for decades. Yet, as this study reveals, digital transfor-
mation is not a one-time leap but a continuous journey—one that requires balancing 
technological potential with strategic foresight and societal responsibility. By syn-
thesizing recent contributions, this review would be able to provide scholars and 
practitioners with a coherent understanding of current knowledge and clear sign-
posts toward the unresolved questions and future directions. The digital transforma-
tion of industry, underpinned by AI, would undoubtedly remain a vibrant and critical 
area of inquiry as industries worldwide attempt to innovate and evolve in the face of 
rapid technological changes and innovations.
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mind, a questionnaire was developed to survey business entities on the use of intel-
ligent technologies in their activities. The purpose was to determine the level of 
business trust in intelligent technologies, taking into account the practice of their 
application. The sample of respondents, whose opinion revealed the factors influenc-
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1 � Introduction

In the modern world, trust is a factor determining the success of digital transforma-
tions, technological innovations, and economic development in the imperatives of 
Industry 4.0. This statement is supported by a number of arguments. First of all, 
research shows that trust is a pro-cyclical factor of economic growth and is directly 
correlated with economic dynamics [1, 2].

Trust is currently assigned a central role in economic development [3], although 
achieving this status for this concept required a serious evolution [1, 4, 5]. Trust has 
a positive impact on economic development both directly (through a positive impact 
on innovation, reduction of transaction costs, faster achievement of economic con-
vergence, reduction of risks of opportunistic behavior, etc.) [6, 7] and indirectly (for 
example, through a positive input into human development) [8, 9].

At the same time, different studies conducted at different times for various coun-
tries demonstrate the different nature of the influence of trust on economic develop-
ment. Thus, Safina [10] notes that in 2010–2013 in Russia there was a moderate 
dependence between trust and GDP per capita, which did not allow the researcher 
to establish a direct causal relationship and a direct impact of the level of trust on 
economic growth. Conversely, Coyle and Lu [11] found that trust has a significant 
positive relationship with the growth of aggregate factor productivity in a sample of 
23 European countries over the period 2000–2016. This is especially important in 
the context of a slowdown in economic growth for these regions. In any event, 
scholars concur that trust has a major influence on economic progress.

Accordingly, a sufficiently high level of trust is necessary to ensure the techno-
logical transition and practical implementation of Industry 4.0 as a key modern 
vector of economic development. In this context, it should be noted that the spread 
of the Fourth Industrial Revolution directly corresponds to the use of cutting-edge 
digital technologies (Artificial Intelligence, Big data, the Internet of Things, block-
chain, mobile technologies, etc.). That is, trust in Industry 4.0 can be interpreted 
through trust in digital technologies.

Artificial intelligence (and a whole stack of intelligent technologies or their vari-
ous combinations) occupies a special place in the list of digital technologies. In this 
study, we are talking, first of all, about weak artificial intelligence, which has 
become widespread in the economic activities of enterprises and organizations and 
allows solving a whole range of organizational tasks [12]. Fosso-Wamba and 
Guthrie [13] note that artificial intelligence (AI) is an important factor in the Fourth 
Industrial Revolution, as it is able to expand the capabilities of intelligent produc-
tion systems, which are central to this industrial revolution. In turn, Alenizi et al. 
[14] point out that Industry 4.0 is transforming the manufacturing sector by creating 
dynamic, networked, and complex industrial environments. These environments 
generate huge amounts of data. In this regard, AI technologies are required to ensure 
intelligent, efficient, and sustainable production processes in new environments 
with large amounts of data to be processed.
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Artificial intelligence is gradually opening up new opportunities to create addi-
tional functionality, new functions, and trends in the industrial landscape in line 
with the Industry 4.0 paradigm. In the industry, AI specializes in the development, 
validation, and implementation of various intelligent algorithms for industrial appli-
cations with sustainable performance [15]. Wang et  al. [16] connect AI with the 
revolutionary transformations of the economy. Similarly, Uctu et al. [17] emphasize 
that AI is a key factor in the nascent sixth wave of technological progress, which has 
profound economic consequences.

According to scientists, the emergence of artificial intelligence has caused major 
disruptions in a variety of fields, the reorganization of already-existing companies 
and industries, and the demise of conventional business methods. This transforma-
tive force is consistent with Schumpeter’s [17] theory of creative destruction, 
according to which innovations lead to the obsolescence of old technologies and 
business models, resulting in significant economic shifts. Jan et al. [18] also believed 
that artificial intelligence technologies, combined with huge amounts of data col-
lected using modern digital technologies, are becoming one of the cornerstones of 
cyber-physical systems underlying Industry 4.0. In the economy, AI provides advan-
tages in terms of reducing energy consumption, increasing economic efficiency, 
reducing operational risks, and increasing productivity [19].

Significant financial resources, technological advancements, staff skills, and 
management systems are needed for the development, advancement, and adoption 
of artificial intelligence in order to create and execute new business models. It 
should be mentioned that business entities and decision-makers have the final say 
and the resources when it comes to innovations, investments, and management tech-
niques. However, in practice, the level of realization of such opportunities depends 
on the extent to which business entities trust intelligent technologies and artificial 
intelligence directly.

The issue of trust in digital and, more specifically, intelligent technologies and 
artificial intelligence has been the focus of researchers’ attention in recent years. 
Capestro et al. [20] suggested considering the theory of diffusion of innovations, the 
concept of “technology-organization-environment,” the model of technology adop-
tion, and the theory of planned behavior as theoretical foundations for the adoption 
of digital technologies by companies and the implementation of technological inno-
vations (with a focus on the factors motivating appropriate behavior). At the same 
time, researchers distinguish cognitive trust and emotional trust in accordance with 
the McAllister scale [21]. The cognitive dimension of trust is based on rational 
judgments about partners [22], while the affective dimension is based on the emo-
tional side of the relationship [23]. Scientists also note that in order to obtain deeper 
results of empirical analysis, it is necessary to take into account the specific context 
and focus of the study. Thus, Capestro et al. [20] demonstrated the predominant role 
of cognitive trust, rather than emotional trust, in facilitating effective knowledge 
exchange within the framework of inter-firm relations in industrial districts (using a 
structural equation model).
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A large-scale study of a wide range of issues of trust in artificial intelligence was 
conducted by Gillespie et al. [24]. The results of this study showed that in different 
countries, three out of five people (61%) are wary of trust in artificial intelligence 
systems, reporting either an ambivalent attitude or an unwillingness to trust. It is 
noteworthy that people in countries with large developing economies—Brazil, 
India, China, and South Africa—have the highest level of trust, and most people 
trust artificial intelligence systems [24, p. 3]. According to these studies, an ambiva-
lent attitude towards trust in artificial intelligence is associated with an assessment 
of the ratio of positive effects and risks from the use of AI. Most people (85%) 
believe that artificial intelligence brings a number of advantages, and the advantages 
of “processes” (increased efficiency, innovation, efficiency, resource use, and cost 
reduction) exceed the advantages of “people” (associated with improving the 
decision-making process and end results for people). However, on average, only one 
in two people believes that the benefits of artificial intelligence outweigh the risks 
[24, p. 3]. Separately, the result of this study should be emphasized, according to 
which trust strongly influences the acceptance of AI and, therefore, is crucial for the 
sustainable acceptance and support of AI in society [24, p. 6]. Similarly, Sutrop [25] 
emphasizes the role of trust as the cornerstone of the adoption of artificial 
intelligence.

This is consistent with the results of other studies, according to which trust is an 
important factor determining the willingness to implement various artificial intelli-
gence systems (from product recommendation agents to banking services with arti-
ficial intelligence support), but we are only at an early stage of understanding the 
prerequisites for trust in artificial intelligence systems [26]. Five primary issues 
with AI trust have been highlighted by scientists based on the literature [26]: (1) 
explainability and transparency, (2) accuracy and reliability, (3) automation, (4) 
anthropomorphism, and (5) mass data extraction.

Li et al. [27] consider trustworthy AI as an AI that is legitimate, ethical and reli-
able in several changes (interpersonal trust, trust in automation, human trust in arti-
ficial intelligence) from the theoretical positions of social cognition. The authors 
divide the factors influencing trust in AI into three categories: human-related, 
AI-related, and context-related. They note the significant influence of social, orga-
nizational, and institutional factors on the formation of AI perception in the interac-
tive context of trust. A similar allocation of AI confidence factors is observed in 
Kaplan et al. [28]

A comprehensive, theoretically solid methodological framework for the study of 
trust in artificial intelligence is developed by Lukyanenko, Maass and Storey [29] 
(Foundational Trust Framework). The concept proposed by these authors considers 
trust in AI as a problem of interaction between systems and applies systems thinking 
and general systems theory to trust in AI. Human trust in AI is understood as a men-
tal and physiological process that takes into account the properties of a specific 
AI-based system, a class of such systems, or other systems in which it is embedded 
or with which it interacts, to control the degree and parameters of interaction with 
these systems.
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It can be concluded that the recognition of the decisive role of trust in the adop-
tion and use of artificial intelligence in the field of theoretical research requires 
empirical verification of the level of trust in relevant technologies in specific spatial 
and temporal conditions. With this in mind, the purpose of this study is to determine 
the level of business trust in intelligent technologies, taking into account the prac-
tice of their application.

With this in mind, the subsequent structure of the article is organized as follows. 
The second section outlines the research methodology, including the methods of 
data collection, processing, verification, and analysis, as well as the characteristics 
of the sample population. The third section presents the key findings of the study, 
focusing on the practical application of and issues related to trust in intelligent tech-
nologies. The fourth section provides the main conclusions and recommendations.

2 � Materials and Methods

The research is based on a logical transition from the content analysis of scientific 
papers to the development and conduct of a questionnaire survey of business entities 
on issues of trust in intelligent technologies.

The purpose of the survey was to identify the intelligent technologies used by 
regional businesses, as well as to assess the degree of trust in them and willingness 
to entrust AI with solving certain business tasks. Based on the authors’ vision of the 
research construct formed by the results of literary review, a questionnaire was 
developed using the Google Forms tool to conduct an online survey of the manage-
ment of companies, enterprises, and organizations of the Rostov region (Russia). 
This region was chosen to fix specific spatial and temporal conditions since a 
national project has been adopted and implemented in Russia for the development 
of artificial intelligence, but the regions of the country are characterized by a high 
level of differentiation. The questionnaire included 21 questions grouped into three 
sections. The first part of the questions with the form of a discrete answer belongs 
to the category of identification questions that characterize the company’s field of 
activity, career position and the respondents’ age. Based on the research of the 
authors highlighting cognitive and emotional trust [21–23], the questionnaire was 
divided into two substantive parts. The first part focuses on examining the cognitive 
aspect of trust, which is rooted in the practices and objectives of using intelligent 
technologies. The second part is dedicated to exploring the emotional dimension of 
trust. Given that the ambivalent attitude towards trust in artificial intelligence is 
linked to the assessment of the balance between positive effects and risks [24], the 
questionnaire incorporates questions related to evaluating both the risks and bene-
fits of AI adoption. Additionally, considering the significant influence of social, 
organizational, and institutional factors on shaping perceptions of AI [27], questions 
addressing these factors were included to identify the prerequisites and barriers to 
AI implementation. Since the research adopts a novel perspective, the structure of 
the questionnaire, as well as the types and content of the questions, were developed 
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by the authors. Thus, the second set of questions with discrete and textual answers 
(80%) related to the use of intelligent technologies. The questions in this part are 
aimed at identifying the list of AI technologies (AIT) specific to a particular field of 
activity, the frequency of their application, and the range of tasks that the company 
trusts artificial intelligence to solve. The third section of the questionnaire included 
questions with the possibility of ranking answers that directly related to the degree 
of respondents’ trust in intelligent technologies and barriers preventing their imple-
mentation. The questionnaire is designed in a way to clarify the focus of regional 
business on a certain class of intelligent technologies, identify factors influencing 
the choice of AIT, and determine limitations and barriers to the use of intelligent 
technologies.

Data processing included editing and encoding of information, as some of the 
questions involved textual answers. The responses were measured in nominal and 
ordinal scales, and therefore, in some cases, scale reduction was required to assess 
the relationship. In addition to the traditional frequency analysis of data, methods of 
analyzing conjugacy tables were also used.

The questionnaire developed during the study aimed at identifying the level of 
confidence in artificial intelligence of decision-makers was sent to management rep-
resentatives of more than 200 organizations operating in the Rostov region. The 
contact details of the companies were selected from the publicly available directory 
of organizations in the Rostov region by mechanical random selection based on a 
ranking by type of economic activity presumably interacting with AI. This may be 
a limitation of the study due to the heterogeneity of the sample without considering 
industry specifics. However, we will consider this circumstance as an assumption of 
bias, since the purpose of the study is to identify all possible opinions about AI trust. 
Another limitation is the inability to cover all organizations in the region. And the 
20-unit step for randomly selecting the general population of the study is taken from 
standard rationing considerations and is not so significant. The survey period cov-
ered 3 weeks in November, 2024.

In the questionnaire, the term “artificial intelligence” was replaced by intelligent 
technologies, since the category of artificial intelligence is still controversial in its 
interpretation. The sample of respondents, whose opinion revealed the factors influ-
encing the decision on the use of intelligent technologies and the choice of intelli-
gent technologies used by organizations, amounted to 132 people. The resulting 
sample fits perfectly into the required sample size with a total population of 200 units 
and confidence probabilities and errors of 95% and 5%, respectively. The sample 
can be considered representative according to the calculations of the confidence 
interval without considering the general population. With the standard confidence 
probability, the size of the confidence interval is ±2.39%. That is, when conducting 
100 studies with such a sample (132 supervisors), in 95% of cases, the answers 
received according to the laws of statistics will be within ±2.39% of the initial ones. 
Their distribution by age, career position in the company, its scale, and field of 
activity is shown in Table 1.
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Table 1  Identification characteristics of the sample

Parameter Criterion Meaning

Age 27–35 years
36–44 years
45–50 years
Over 50 years

18.2% (24)
57.6% (76)
22.7% (30)
1.5% (2)

Position in the organization Owner
Top manager
Middle manager
Line manager

6.1% (8)
27.3% (36)
34.8% (46)
31.8% (42)

The organization’s field of activity Production
Service sector
Construction
Finance
State and municipal administration
Education and science
Healthcare
Culture
Mass media
Agriculture
IT sector
Transport
Production of utility resources

13.7% (18)
19.7% (26)
9.1% (12)
3.0% (4)
4.5% (6)
16.7% (22)
4.5% (6)
1.5% (2)
4.5% (6)
4.5% (6)
6.2% (8)
1.5% (2)
10.6% (14)

The scale of the organization’s activities Small
Medium
Large

21.2% (28)
42.4% (56)
36.4% (48)

3 � Results

The majority of respondents (92.4%) noted a certain level of influence of digital 
technologies on the companies’ activities, and only 7.6% chose the answer “Has 
absolutely no impact.” More than half of the respondents, 63.6%, note the great 
impact of digital transformation on the companies’ activities. It was not possible to 
identify the correlation of the scale of the company or its field of activity with the 
degree of influence of digital transformation. Answers about the enormous impact 
were found among respondents from various career positions representing compa-
nies of different scales and fields of activity; however, more than half of such answers 
belong to representatives of large businesses related to the service sector (Table 2).

Analysis of answers about the frequency of AI use revealed their relationship 
with the scale of the company. Most of the answers about the extremely rare use or 
non-use of such technologies belong to representatives of medium-sized businesses.

The question of the frequency of using intelligent technologies to solve business 
problems of varying degrees of complexity allowed us to divide the answers into 
two categories and, according to respondents with extensive experience in using AI, 
identify preferences in technologies, and for respondents who do not use technolo-
gies or use them extremely rarely, assess the degree of readiness to use them.

At the moment, virtual agents, chatbots, and devices with an intelligent assistant 
are especially popular in the activities of eighty-two organizations that often use 
intelligent technologies (Fig. 1).
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Table 2  Distribution of respondents’ answers on the degree of influence and frequency of use of 
intelligent technologies

Parameter Criterion Meaning

The degree of influence of digital transformation on 
the organization

1 (has absolutely no effect)
2
3
4
5
6
7 (has a tremendous impact)

7.6% (10)
1.5% (2)
13.6% 
(18)
13.6% 
(18)
21.2% 
(28)
19.7% 
(26)
22.7% 
(30)

The frequency of application of intelligent 
technologies

Every day
Several times a week
Several times a month
Several times every 6 
months/year
Not used

36.4% 
(48)
18.2% 
(24)
7.6% (10)
10.6% 
(14)
27.3% 
(36)

0% 10% 20% 30% 40% 50%

Analytical technologies using AI

Operational technologies

Platform technologies

Machine learning technologies

Networks robotics and sensor components

Generative and/or analytical neural

Virtual agents, chatbots

Unmanned and/or autonomous devices

Wearable devices with intelligent assistants

Fig. 1  Preferences in the use of intelligent technologies
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At the same time, for organizations that rarely or never use artificial intelligence 
(50 organizations), the level of internal readiness to use intelligent technologies is 
very high (Fig. 2).

The goals of using intelligent technologies in organizations are extremely 
diverse. The most popular area of AI use is business process automation and cus-
tomer interaction, and more than a third of respondents apply AI for pattern recogni-
tion. Automation of business processes and customer interaction is typical for large 
companies that use technology daily or several times a week. The use of artificial 
intelligence to generate new ideas is typical for representatives of small businesses 
in the field of education. The unpopular answer was the use of intelligent technolo-
gies for personnel training; such an answer was chosen by representatives of large 
companies in the manufacturing sector, which, as a rule, is characterized by the 
presence of virtual simulators (Table 3).

The most popular answer about the tasks that can be entrusted to intelligent tech-
nologies was the search for ideas. Moreover, respondents are ready to entrust cre-
ative tasks to artificial intelligence, regardless of the type of activity, scale, and 
scope of the company’s activities. It is extremely rare that intelligent technologies 
are entrusted with the task of evaluating people’s decisions. At the same time, almost 
all respondents noted the need for experts to assess the solutions offered by AI 
(Fig. 3).

None of the respondents is ready to fully entrust business security to artificial 
intelligence. The analysis of the answers to the question of respondents’ trust in 
security systems embedded in intelligent technologies did not reach the highest 
value in any questionnaire (Fig. 4).

Those who expressed their willingness to increase the volume of work tasks 
delegated to intelligent technologies are interested in using the capabilities of these 

16%

72%

8%
4%

ready for use rather ready for use rather not ready for use not ready for use

Fig. 2  The level of readiness for the use of intelligent technologies
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Table 3  Distribution of responses by purpose of use AI technologies

Purpose of using intelligent technologies
% of 
answers

Automation of internal and external processes, including customer interaction and 
customer service

53.7

Text, speech, and image recognition 34.1
Decision-making support to improve the efficiency of management activities 29.3
To protect data, increase information security and reduce the risks of cyber attacks 29.3
To collect and analyze marketing data 26.8
Creation/generation of new ideas and transformation of existing products 24.4
Using virtual assistants to increase customer satisfaction and speed of response to 
their requests

24.4

For the purposes of analytics in a broad sense 19.5
Product lifecycle management and reduction of time to market 17.1
Optimization of business processes, including through intelligent analysis of 
sensory data using the industrial internet of things

17.1

Expert systems application to simulate and solve complex problems 14.6
Development and implementation of promotion programs and interaction with 
consumers

14.6

Optimization and distribution of supply chains 9.8
Complementing existing production practices with network capabilities 9.8
Development and implementation of effective predictive solutions 7.3
Applying digital twins for effective modeling 4.9
Use for electronic and distance learning of personnel 2.4
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technology makes a
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implements it)

Advice (intelligent
technology

recommends a
solution that people

choose to
implement or not)

There is no Drafting solutions
(intelligent

technology finds a
solution that is

implemented after
people)

Evaluation
(intelligent
technology
technology

evaluates human-
generated solutions)

Fig. 3  Tasks that respondents are ready to entrust to intelligent technologies, %

technologies in the “processes” element of the organization’s business model 
(Fig. 5).

The distribution of goals for which intelligent technologies embedded in the 
business model of an organization would be used for companies that are just starting 
to implement intelligent technologies practically does not differ from the responses 

N. A. Kosolapova et al.



37
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Fig. 4  Distribution of trust ratings for intelligent technology security systems
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The value proposition of an organization is a set of
products and services that it offers to its consumers

Customers (change, expansion, creation of a new
segment, etc.)

Channels (distribution, communication, promotion)

Relationships with customers (the degree of their
involvement in the company's work and production…

Resources

Partners/consortia/cooperatives/alliances/suppliers

Processes/operationality

Profit formula (income and expenses)

Fig. 5  Distribution of responses about the elements of the business model in which companies are 
willing to delegate the work of AI

of organizations that often use AI capabilities. New companies are also character-
ized by answers regarding the automation of internal and external processes, includ-
ing customer interaction and customer service (Table 4).

Those who are not ready to use intelligent technologies more often or at all in the 
organization’s activities note several barriers. The most popular responses were lack 
of information, insufficient staff competence, and the high cost of implementing 
systems, but non-compliance with the security policy of any technology is not con-
sidered a problem. The answer to this question showed the agreement between the 
majority of respondents (Fig. 6).
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Table 4  Distribution of responses by the purpose of using technologies of respondents-
representatives of companies starting to implement AI

Purpose of using intelligent technologies %

Automation of internal and external processes, including customer interaction and 
customer service

45.5

Text, speech, and image recognition 40.9
Decision-making support to improve the efficiency of management activities 36.4
To protect data, increase information security and reduce the risks of cyber attacks 36.4
Using virtual assistants to increase customer satisfaction and speed of response to their 
requests

27.3

Development and implementation of promotion programs and interaction with consumers 22.7
Expert systems application to simulate and solve complex problems 18.2
For the purposes of analytics in a broad sense 18.2
Product lifecycle management and reduction of time to market 13.6
Complementing existing production practices with network capabilities 13.6
Optimization of business processes, including through intelligent analysis of sensory data 
using the industrial internet of things

13.6

Development and implementation of effective predictive solutions 13.6
To collect and analyze marketing data 13.6
Optimization and distribution of supply chains 9.1
Applying digital twins for effective modeling 9.1
Creation/generation of new ideas and transformation of existing products 4.5

0%
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Difficulty interpreting
results
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Fig. 6  Barriers to the use of intelligent technologies

Respondents’ opinions on what influences the decision-making on the use of 
intelligent technologies in the organization are similar, regardless of whether these 
technologies are used often or not, but new companies are characterized by greater 
attention to employee competencies (Table 5).
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Table 5  Distribution of responses on the degree of influence of factors on decision-making on the 
use of intelligent technologies

Factors influencing the decision on the use of 
intelligent technologies in the activities of a 
company/enterprise/organization

A group of respondents whose organizations

Often use intelligent 
technologies (%)

Rarely use/do not use 
intelligent technologies 
(%)

Appropriate employee competencies 65.9 100.0
Availability of resources 63.4 66.7
Ability of technology to effectively solve 
current problems

56.1 66.7

Trust in technology 36.6 33.3
Organizational culture 36.6 33.3
Availability of complementary technologies that 
do not contradict the existing ones

22.0 33.3

4 � Conclusion

The presence of trust in intelligent technologies confirms the bias of respondents’ 
responses towards the high impact of digital technologies on the activities of 
companies of various scales and fields of activity and does not depend on the age 
and career position of the respondent. The analysis of the responses on the fre-
quency of AI use revealed their relationship with the company scale. Most 
answers about the extremely rare use or non-use of such technologies belong to 
representatives of medium-sized businesses. Large companies that have already 
implemented such technologies are ready to entrust artificial intelligence with a 
wider range of tasks. It should be noted that the opinions of representatives of 
these companies and those beginning to implement AI coincide with the elements 
of the business model that primarily need the use of intelligent technologies. 
There are also no significant differences in the purpose of using intelligent tech-
nologies. First of all, according to respondents, it is necessary to use AI to auto-
mate internal and external processes, including interaction and customer service. 
Interestingly, the majority of respondents are ready to entrust the search for new 
ideas and the solution of creative tasks to intelligent technologies. There is also a 
convergence of opinions among respondents from different groups about barriers 
to the introduction of intelligent technologies. Such barriers include high cost, 
insufficient staff competence, as well as a lack of information about AI capabili-
ties in various fields.

However, due to the fact that no respondent is ready to fully entrust business 
security to artificial intelligence, we cannot state a high level of trust, and decision-
making, according to the majority of respondents, despite the development of intel-
ligent technologies, should be carried out in a hybrid format.
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Thus, the results of the survey suggest that there is a certain level of trust in intel-
ligent technologies in business structures. Moreover, the level of business trust in 
artificial intelligence is, on the one hand, linked to the accumulated experience in 
using intelligent technologies, and, on the other, it varies depending on the specific 
tasks that organizations are willing to delegate to AI.

The obtained results are consistent with previous studies, which indicate that 
trust and acceptance depend on AI application [24]. Furthermore, this study 
demonstrates that perceptions of AI risks are similar across countries, with 
cybersecurity rated as the top risk globally [24, p. 5]. In line with this, our survey 
reveals that, as noted earlier, none of the respondents are willing to fully entrust 
business security to AI. The findings regarding the use of intelligent technologies 
and trust in AI also align with the results of a study published by Forbes [30], 
which indicates that AI is becoming increasingly accessible and applicable 
across organizations, regardless of their size or resources. This trend reflects the 
growing confidence among employees that investments in AI tools and training 
will yield tangible benefits. Thus, the present study aligns with previously 
obtained results and expands the understanding of how trust in intelligent tech-
nologies is formed.

In this study, we not only determined whether or not business trusts intelligent 
technologies, but also identified the factors influencing such trust. The specifica-
tion of AI functions that are more or less trusted by the heads of organizations has 
also been defined. In addition, the very act of using AI already confirms that the 
decision to use it has been made. Certain limitations of the study are related to the 
questionnaire as a method of obtaining information about the confidence of deci-
sion-makers in intelligent technologies. To remove this limitation, the addition of 
the survey approach presented in this paper with experimental and analytical 
approaches should be noted as a direction for further research. The experimental 
approach involves conducting in-depth interviews with two groups of respondents: 
leaders who actively use artificial intelligence in their activities and outsiders who 
either do not use intelligent technologies or use them extremely rarely or have a 
negative experience in their implementation. The data obtained at this stage will 
allow us to form a base of best practices for the implementation of intelligent tech-
nologies, a matrix of the most typical errors and problems of their use with possi-
ble solutions, as well as to provide recommendations for the implementation of 
intelligent technologies, taking into account regional characteristics, the scope of 
activity, and the scale of the company. The purpose of the analytical approach in 
the next step is to assess the impact of the level of trust in intelligent technologies 
and their implementation on regional development. At this stage, using the TOPSIS 
method (the technique for order of preference by similarity to ideal solution) 
developed by Hwang and Yun [31], it is proposed to build a monitoring system to 
assess the level of implementation of intelligent technologies by regional 
companies.
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Abstract  In project-based production models, which typically adopt a fixed-
position layout, occupational safety is a key challenge due to the unique character-
istics and high degree of customization of each project. This approach involves the 
constant mobilization of equipment, materials, and workers, which increases the 
risk of accidents and requires precise safety management. The integration of 
Artificial Intelligence (AI) in this context represents a transformative tool for 
enhancing safety and optimizing workflow. This study has been conducted using a 
review of literature and case studies in industrial sectors such as aerospace, con-
struction, and shipbuilding industries. Through this methodology, key AI applica-
tions have been identified including real-time monitoring, predictive risk analysis 
and the automation of compliance evaluation. The results indicate that AI imple-
mentation significantly enhances workplace safety by enabling early risk detection, 
the customization of safety protocols, and the optimization of resource utilization. 
In the aerospace industry, for example, improvements have been observed in com-
ponent condition monitoring and fault diagnosis. In construction, AI has facilitated 
the detection of regulatory non-compliance and accident prevention through real-
time monitoring systems. In shipbuilding, the integration of sensors and IoT net-
works has enabled more efficient control of working conditions and employee 
safety. These findings suggest that AI not only contributes to reducing the incidence 
and severity of workplace accidents but also optimizes operational efficiency, ensur-
ing a safer working environment adapted to the challenges of the industry today.
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1 � Introduction

Project-based production is understood as a production model in which work is 
organized around specific projects, characterized by being unique and of limited 
duration. A fixed type of distribution is usually used, i.e., the project remains in a 
fixed location, and the necessary resources, workers and materials are moved to it 
for processing or assembly. This type of distribution is particularly useful when the 
product is too large, heavy or complex to move easily during the production process 
[1]. Project-based production systems generate unique products since the consider-
ing the workforce indispensable nowadays for the operation of any company. It 
influences the choice of personnel, its correct location for optimum performance, 
training, updating of workers, if necessary, supervision of work, effective distribu-
tion of jobs, remuneration, objectives, and incentives and of course, their safety and 
health at work. This workforce management becomes even more critical in large-
scale, project-based industries where delays, inefficiencies, or safety issues can sig-
nificantly impact overall costs and timelines. Ensuring seamless coordination 
among teams is a priority to achieve high productivity while maintaining safety 
standards.

The aerospace sector belongs to this type of production and distribution. This 
sector has optimized production and assembly times and has also improved its pro-
duction from an ergonomic point of view [2]. Another sector is the construction 
industry, where site layout planning is crucial to manage space and reduce internal 
transportation costs, demonstrating how the combination of fixed layout and project-
based production helps to minimize costs and optimize workflow [3]. And the ship-
building industry is also looking to improve efficiency through the use of systematic 
layout planning methods [4]. In addition, the automotive sector has begun adopting 
similar approaches, where project-based workflows support the assembly of custom 
or large-scale components, ensuring precision and reducing waste in produc-
tion lines.

One of the characteristics of fixed distribution is that it requires careful manage-
ment of the arrival of resources and personnel at specific times in the process to 
avoid delays, as well as specialization of the work team, which allows greater con-
centration on the project. This approach involves the constant mobilization of equip-
ment, materials, and workers, which increases the risk of accidents and the need for 
precise safety management. This management of occupational safety used to depend 
on human expertise through compliance with applicable procedures and regula-
tions; however, technological progress has changed this management and new types 
of occupational risks have appeared in the context of digitalization [5]. The integra-
tion of emerging technologies, such as Artificial Intelligence (AI), the Internet of 
Things (IoT), and predictive analytics, has redefined traditional safety practices, 
offering new possibilities for risk mitigation and real-time monitoring. AI-powered 
systems predict hazards by analyzing historical data, while IoT devices monitor 
workplace conditions.
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Artificial Intelligence emerges as an effective ally for occupational safety, being 
able to anticipate, evaluate and mitigate risks, reducing their incidence and severity 
while improving operational efficiency [6]. This study seeks to address, first, to 
identify how AI can improve safety in project-based production models, to explor-
ing what are the most effective AI-driven techniques for monitoring and preventing 
workplace hazards in industries with fixed-position layouts and what are the chal-
lenges and limitations of AI implementation for occupational risk management in 
these industries. Therefore, this study aims to analyze the current state of occupa-
tional safety in project-based production environments and identify key AI applica-
tions that enhance safety management. In this way, it is possible to assess the 
challenges and limitations of AI adoption in these environments and propose strate-
gies for effective implementation.

2 � Materials and Methods

This study is based on a literature review combined with case studies of industries 
where project-based production predominates. This combination will cover two key 
aspects. Firstly, emerging AI technologies applied to risk assessment, predictive 
maintenance, and real-time hazard detection, and secondly, case studies demon-
strating the successful adoption of AI in industrial safety management.

As mentioned above, Artificial Intelligence has revolutionized traditional meth-
ods of operation and management in the industry, redefining standards of productiv-
ity, efficiency, and occupational safety. Advanced AI tools, such as predictive 
analytics, allow for anticipating machinery failures and workplace vulnerabilities, 
optimizing preventive measures, and reducing risks. Examples include the imple-
mentation of predictive risk indexes to foresee incidents before they occur, signifi-
cantly enhancing safety management in industrial plants [7], and models that predict 
critical equipment failures by analyzing historical and real-time data [8].

Another crucial aspect is real-time monitoring through intelligent sensors that 
collect data on temperature, pressure, vibration, and harmful gases. These systems 
predict failures and issue early warnings, as seen in wireless sensor networks applied 
to industrial monitoring using RFID smartwatches [9], or platforms integrating 
multiple sensors and actuators to improve real-time control [10]. Technologies like 
rotating machinery monitoring also enable preventive maintenance before failures 
occur, extending equipment lifespan [11].

AI also significantly impacts employee training and education, using simulations 
and augmented reality to replicate high-risk scenarios without exposing workers to 
real dangers. This makes training programs more accessible and effective [12]. 
Furthermore, the personalization of preventive measures tailors interventions to 
individual worker characteristics, maximizing their effectiveness, as demonstrated 
by behavior-based safety approaches [13].

Automation in risk assessment is another growing area, using AI, machine learn-
ing, and natural language processing tools to analyze large datasets quickly and 
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accurately, as seen in advanced systems for modern industrial environments [14]. 
Finally, AI-based compliance monitoring systems excel at analyzing real-time oper-
ational data and detecting deviations, such as frameworks that allow for dynamic 
visualization and understanding of violations [15]. The integration of these tech-
nologies not only ensures a safer workplace but also enhances operational efficiency 
across industries.

In the following, different sectors whose production models are project-based 
and with fixed distribution will be analyzed, based on the techniques and tools men-
tioned above, as shown in Fig. 1.

The first to be analyzed will be the aerospace sector. In this sector, real-time 
compliance assessment plays a crucial role in managing and optimizing safety, effi-
ciency and regulatory compliance. This industry, known for its strict regulations and 
high-quality standards, has adopted advanced technologies to continuously monitor 
operations and ensure regulatory compliance as it faces unique challenges due to the 
complexity of its systems and the critical importance of safety. The use of technol-
ogy enables aerospace companies to maintain continuous control over their opera-
tions, which is essential to comply with stringent safety and quality regulations. One 
of the localized options has been a real-time object detection and tracking system 
using multi-modal sensors at the edge of the network, designed for regulatory com-
pliance audits. This system improves logging efficiency and traceability, minimiz-
ing manual intervention [16].

Furthermore, in the interest of detecting, diagnosing and locating damage, as 
well as predicting the remaining service life of structures or systems, the knowledge-
driven approach to real-time condition monitoring, combining data, physical 

Aerospace Construction Shipbuilding

Project-Based Industrial Sectors

Robotics Automation Computer Vision Deep Learning

AI Applications

IoT Cloud Big Data

AI Infrastructure

Fig. 1  Application of AI techniques and tools to project-based industrial sectors

M. Ramírez-Peña et al.



47

modeling and knowledge-based approaches to improve decision making related to 
aircraft maintenance and safety, has been widely used in the aerospace sector [16].

This real-time monitoring and analysis through sensors in aerospace component 
manufacturing is also evidenced by a universal platform using readily available 
hardware, such as robots and Wi-Fi data acquisition systems, focused not only on 
improving product quality but the safety of the manufacturing process as well [17]. 
This necessitates that integrated predictive algorithms have had to be developed for 
anomaly detection in complex system monitoring data in the industry [18]. Figure 2 
shows the application of AI for the aerospace sector.

Coming now to the construction industry, real-time assessment of regulatory 
compliance is an essential tool for ensuring safety and efficiency on construction 
sites. Construction is an industry that faces unique challenges due to the dynamic 
and often chaotic nature of work environments. The integration of advanced tech-
nologies for real-time monitoring allows construction companies to maintain con-
tinuous control over their operations, ensuring that all relevant rules and regulations 
are met.

One of the greatest benefits of real-time compliance assessment is the ability to 
detect and correct deviations from regulations immediately. This is particularly cru-
cial in construction, where delays and errors can have serious consequences in terms 
of both safety and costs so establishing an automated compliance verification 

Real-Time
Monitoring and Assessment

Product Quality and 
Process Safety  Improvement

Anomaly Prediction
Improvement

Decision Making Maintenance
Improvement

Object Detection and
Tracking Improvement

Compliance
Regulation

Facility
Security

Fig. 2  Integration of AI in the aerospace sector
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framework in the construction industry, showing how these systems can improve 
accuracy and reduce human error in compliance verification [19].

The use of real-time monitoring systems in construction also facilitates the track-
ing and management of health and safety in the workplace as demonstrated through 
the application of unsupervised machine learning techniques for monitoring health 
and safety legislation, demonstrating how these technologies can identify and cor-
rect dangerous behaviors before accidents occur [20]. The feasibility of an 
infrastructure-free real-time monitoring system for monitoring interference between 
equipment on large construction sites has also been investigated, thus enabling more 
efficient and safer management of daily activities [21].

Another important aspect is the ability to monitor carbon emissions and other 
environmental impacts of construction activities, specifically in prefabricated con-
struction, using cyber-physical systems to provide accurate and up-to-date data on 
emissions throughout the construction life cycle [22]. This approach not only helps 
to comply with environmental regulations, but also enables companies to make 
informed decisions to minimize their environmental impact. Figure  3 shows the 
application of AI for the construction sector.

Finally, in the shipbuilding sector, real-time assessment of regulatory compliance 
is crucial to ensure that operations are safe, efficient, and compliant with 
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Control

Machine Learning
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Human Error
Reduction

Compliance
Regulation

Facility
Security

Fig. 3  Integration of AI in the construction sector
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environmental and safety regulations. This industry faces unique challenges due to 
the complexity of working environments, the need to manage large amounts of data 
and the importance of complying with strict international regulations. One of the 
advantages that real-time monitoring brings to it is that of ship exhaust emissions in 
a way that can ensure compliance [17], as well as safety in closed working environ-
ments through wireless networks with connections from gas detectors to control 
stations, providing dynamic reconfiguration in case of network failures [23]. 
Similarly, using ultrasound technologies, it has been effective in improving produc-
tivity and safety by providing continuous updates on the location of workers [24].

Combined with the Internet of Things, AI can use a wireless heterogeneous net-
work to reliably collect and process environmental and worker information, thus 
improving their safety in the work environment [25]. From the perspective of con-
tinuous evaluation of the operational status of propulsion systems, studies focusing 
on the development trends of condition monitoring and fault diagnosis for power 
machinery ensure the safety of navigation [26]. Figure 4 shows the application of AI 
for the shipbuilding sector.

Table 1 summarizes the IA tools used in the sectors studied by their description.

Real-Time
Monitoring and Assessment

Propulsion System Status
Supervision

Machinery
Fault Diagnosis

Exhaust Gas Emission
Control

Environmental and Safety Data 
Collection and Processing

Compliance
Regulation

Facility
Security

Fig. 4  Integration of AI in the shipbuilding sector
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Table 1  Application of AI tools used by project-based industrial sectors

Sector Description References

Aerospace Real-time object detection and tracking system [27]
Condition monitoring and fault diagnosis [16]
Universal platform for sensor monitoring in manufacturing [17]
Predictive algorithm for anomaly detection [18]

Shipbuilding Monitoring of ship exhaust emissions [17]
IoT-based safety monitoring in shipyards [25]
Condition monitoring and fault diagnosis of ship machinery [26]
Safety monitoring system using ultrasound [24]
Remote toxic gas monitoring in shipyards [23]
Automated compliance verification [19]

Construction Automated compliance verification [19]
Health and safety legislation monitoring using machine learning [20]
Real-time monitoring of carbon emissions in precast construction [22]
Construction site interference control [21]

3 � Results and Discussion

A first step could be to look at other types of sectors that do not belong to this type 
of production system to evaluate techniques and tools that are not used in any of the 
previous case studies with a view to assessing future implementation. For this pur-
pose, we have taken the automotive sector, which belongs to a mass production 
model with a product-oriented distribution, distinguished by the diversity and depth 
of its technological applications.

The analysis shows that the automotive sector differs from other sectors by cov-
ering a wider range of applications compared to other sectors. It uses predictive 
analytics not only for maintenance, but also for specific systems such as electronic 
throttle control [28]. Figure 5 highlights how the automotive sector is leading in 
integrating AI into workplace safety, suggesting that this trend may soon extend to 
other applicable sectors, such as project-based ones. This distinguishes it from sec-
tors such as shipbuilding, construction, or aerospace, which focus more on general 
condition monitoring and fault diagnosis.

While other sectors implement diagnostics in a specific way (e.g., gas emissions 
or mechanical failures), the automotive sector stands out for employing real-time 
diagnostics via the Internet and for multiple subsystems such as control and manu-
facturing systems [29]. Although IoT is used in other sectors, the automotive takes 
a more advanced approach with cyber-physical systems that integrate real-time 
monitoring and control. This allows for more precise and adaptive control, espe-
cially in manufacturing and maintenance [30]. Moreover, the automotive sector is 
implementing human presence detectors to avoid collisions, demonstrating a more 
proactive approach to operational safety during product use, not only in manufac-
turing [31]. In addition, this sector explicitly includes worker training in its model, 
reflecting an investment in human capital that is not as evident in other ones [32].
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Fig. 5  Integration of AI in the automotive sector

It can be seen how its comprehensive approach, ranging from safety to training, 
positions it as a leader in the integration of advanced technologies. Whereas the 
aerospace sector focuses primarily on object detection and sensor monitoring, 
which is critical for high-risk operations, but does not have the diversity of applica-
tions that automotive integrates. Shipbuilding, despite having a strong focus on IoT-
based monitoring and environmental safety, lacks advanced tools such as predictive 
analytics or cyber-physical systems that are essential in automotive. And construc-
tion is more focused on regulatory compliance and environmental monitoring, 
which limits its scope compared to the technical capabilities of automotive.

The adoption of AI-driven safety technologies varies significantly depending on 
the industrial sector and geographical region. According to recent data published by 
the OECD AI Policy Observatory [33], large manufacturing companies in several 
advanced economies have reached an average AI implementation rate of 42% for 
safety and quality-related applications. In contrast, small to medium-sized enter-
prises (SMEs) report significantly lower levels of adoption, often citing cost and 
limited digital infrastructure as the primary barriers. Furthermore, cultural readiness 
and concerns about workforce re-skilling can hinder AI uptake, particularly in 
regions where traditional processes remain deeply entrenched. Addressing these 
challenges may require targeted training initiatives, government incentives, and col-
laborative approaches involving both industry leaders and policy makers.
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Similarly, the McKinsey Global Survey on AI [34] indicates that over 50% of 
global respondents across industries plan to increase their investment in AI-based 
safety tools within the next 2 years, with the automotive and aerospace sectors 
exhibiting the highest projected growth. By integrating AI for tasks such as predic-
tive maintenance, real-time monitoring, and compliance checks, companies can 
reduce workplace accidents and improve overall operational efficiency. These find-
ings align with the case studies presented in Sect. 3, where organizations in aero-
space and shipbuilding have already begun leveraging AI to predict potential hazards 
and streamline safety management protocols. Moreover, early adopters in these sec-
tors report a noticeable decrease in downtime and incident rates, allowing them to 
allocate resources more strategically and enhance worker confidence in the effec-
tiveness of safety measures.

Once the tools and techniques offered by AI in the field of occupational safety 
have been assessed, the challenges and opportunities faced by the sectors with the 
different tools mentioned will be evaluated. Despite their advantages, the imple-
mentation of intelligent sensors faces challenges such as the need for standardiza-
tion and the management of large volumes of data. However, the integration of these 
technologies also offers significant opportunities to improve safety and operational 
efficiency. The adaptability and remote upgradeability of sensors allows companies 
to keep up with technological advances without the need to completely replace 
existing systems. For example, in the construction sector, AI is being used to moni-
tor structural stability in real time during large-scale projects. AI-equipped sensors 
continuously collect data and alert operators to any anomalies that may indicate an 
imminent risk of collapse or accident, thus enabling timely evacuation and correc-
tive intervention before incidents occur [35].

Moreover, a critical aspect of predictive analytics is its ability to identify emerg-
ing risks, which are new and/or increasing and may not be evident without the 
analysis of large data sets. Such is the case of the approach used to assess the level 
of emerging risk associated with exposure to hand-arm vibrations in industrial envi-
ronments under uncertainty conditions, using fuzzy logic and expert systems to 
integrate uncertainty conditions into risk assessment [36]. In addition, there are 
some theoretical frameworks in the literature to model these emerging risks in the 
technological life cycles of industrial processes, allowing their continuous monitor-
ing and the adaptation of mitigation strategies [37], as well as studies on emerging 
methods in predictive analytics highlighting how these advanced techniques are 
being applied in risk management and decision making, where it is offered as an 
interdisciplinary approach that combines business, statistics and information tech-
nology for effective decision making in risk management [38].

Similarly, automated decision making for resource allocation aimed at risk miti-
gation can also be performed using a hierarchical probabilistic model that is cali-
brated online from safety data according to the method for continuous quantitative 
analysis of safety risks in dynamic industrial environments [39]. Regarding risk 
assessment, automation offers multiple benefits, including increased accuracy in 
assessment, cost and time reduction, and the ability to process and analyze large 
volumes of data in real time, as demonstrated in the ontological approach conducted 
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to automate cybersecurity risk assessment, which shows how data structure and 
formalization improve the accuracy and effectiveness of automation [40]. In addi-
tion, automation of risk assessment minimizes human error and enables faster 
response to changing conditions in an industrial environment. An example is the 
improvement of change management in IT infrastructures where, through risk auto-
mation, interruptions are reduced and business continuity is improved [41].

Despite its benefits, automation in risk assessment faces challenges, such as 
resistance to change by workers and the need to keep systems up to date with emerg-
ing threats. In addition, the integration of these technologies requires a significant 
investment in terms of time and financial resources, but once integrated, security 
workers can focus on strategic tasks such as planning preventive measures.

Through the personalization of occupational risk prevention, it has been possible 
to analyze how AI makes it possible to personalize risk prevention according to the 
specific characteristics and needs of each worker. In the case of personalized medi-
cine, it can be applied in the field of occupational health, using “omics” technolo-
gies to adapt preventive measures to individual biological and genetic characteristics 
[42] or even to identify and treat previously undetected risk conditions, which opens 
the door to personalized prevention interventions in the workplace [43].

Another application is the perception of risk and the use of personal protective 
equipment (PPE) by workers, which significantly influences its usage. In this con-
text, it is interesting to note that interventions should be personalized based on how 
individuals perceive their risks [44]. Personalization in occupational risk prevention 
also presents challenges, particularly in terms of privacy and potential discrimina-
tion. It is crucial to carefully manage personal data and ensure that interventions do 
not lead to stigmatization or unfair treatment of workers.

Among the benefits offered by real-time compliance evaluation are systems for 
real-time object detection and tracking at the network edge, demonstrating effec-
tiveness in industrial environments for regulatory compliance audits [27]. 
Additionally, through the establishment of a framework for real-time business pro-
cess compliance monitoring, it becomes possible to identify violations and their 
root causes during process execution [45].

4 � Conclusion

Artificial Intelligence is driving a transformation in industrial safety, with smart 
sensors revolutionizing real-time monitoring, accident prevention, and operational 
efficiency. These technologies enable industries to identify risks before they esca-
late, reducing downtime and ensuring business continuity. By enhancing resource 
allocation and resilience, AI is expected to play an even greater role in industrial 
safety through continuous monitoring and predictive analysis.

Predictive analytics has emerged as a powerful tool in managing emerging risks, 
allowing companies to proactively adapt safety strategies. Automation is also rede-
fining risk assessment by improving precision and efficiency. The integration of AI 
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with the Internet of Things (IoT) and machine learning streamlines safety processes, 
enhancing decision-making and adaptability to unforeseen challenges. Successful 
implementation requires interdisciplinary collaboration to maintain and optimize 
these systems.

Personalized occupational risk prevention presents a promising approach to 
workplace safety. AI-driven monitoring tools and wearable technology allow tai-
lored interventions that enhance worker well-being, productivity, and job satisfac-
tion. However, ethical and practical challenges must be addressed to ensure fair 
implementation across all employees.

Real-time compliance evaluation has proven essential for maintaining legal, effi-
cient, and transparent industrial operations. AI enables continuous monitoring and 
adaptation to regulatory changes while fostering organizational integrity. These sys-
tems provide actionable insights, allowing managers to implement immediate cor-
rective actions and prevent regulatory breaches, ultimately strengthening workplace 
safety and corporate reputation.

The benefits of AI extend across multiple industries. In construction, AI enhances 
monitoring and compliance. Shipbuilding benefits from IoT, ultrasound, and wire-
less networks for safety management. Aerospace uses predictive analytics and 
AI-based training to optimize efficiency and protect workers. The automotive indus-
try integrates real-time diagnostics and compliance tools to maintain opera-
tional safety.

As AI technologies evolve, their adoption is expected to expand, improving 
workplace safety, sustainability, and efficiency. Continuous refinement and interdis-
ciplinary collaboration will be crucial to overcoming current challenges and maxi-
mizing the impact of AI on industrial safety.
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the article is to study the experience of the UAE and India to pinpoint best practices 
in using AI and combating corporate fraud. The object of the study is AI-based 
technological solutions to identify anomalies in financial data sets and prevent 
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1 � Introduction

In the context of digital transformation and globalization of financial systems, the 
problem of fraud is taking on new dimensions and forms. Organized criminal groups 
are actively using modern technologies to commit financial crimes, which requires 
an adequate response from governments and businesses. In the fight against cyber 
fraud, many scientists [1–3] consider artificial intelligence (AI) to be an indispens-
able tool, which is capable of analyzing large volumes of data, identifying anoma-
lies and predicting risks, preventing and minimizing fraudulent transactions.

Asian countries such as India and the UAE have already achieved significant 
success in using AI to combat fraud. For example, the United Arab Emirates (here-
inafter referred to as the UAE) is actively attracting investment in the high-tech 
sector, which allows them not only to develop innovative solutions, but also to move 
along the trajectory of advanced development. At the same time, India, being one of 
the leaders in the field of AI, demonstrates impressive results in analyzing large 
volumes of financial data and identifying suspicious activity. The experience of 
these countries, especially in using AI to prevent financial crimes, is of significant 
interest to Russia, which underlines the relevance of its study.

The purpose of the article is to study the experience of the UAE and India to find 
best practices in using AI and combating corporate fraud. The results are of interest 
for their application in the activities of Russian companies, and scaling business 
processes of organizations of all forms of ownership. To attain the stated purpose, 
we set the following objectives: (1) to review the best practices of using AI in the 
UAE and India in order to analyze arrays to detect fraud; (2) to analyze the current 
situation in the IT sector in Russia; (3) to develop recommendations for the use of 
AI that will be of interest in Russia as well as other countries.

2 � Literature Review

Many researchers (see, e.g., Whiting et al. [2], Brown et al. [3], Chiji [4], Shabaany 
and Ljepava [5], Guo et al. [6]) analyze the effectiveness of using complex digital 
technologies for security purposes. They point out that AI has a high potential not 
only in detecting fraud that has already been committed, but also in proactively 
detecting and preventing financial fraud. Chiji [4] and Shakyawar and Shakya [7] 
argue that AI-based fraud detection offers numerous benefits to organizations, with 
the effect being high accuracy and speed of crime detection and prevention, which 
is many times greater than the capabilities of any human. Fiore et  al. [8] and 
Plakandaras et al. [9] focused on the capabilities of machine learning, one of the 
most promising solutions for detecting illegal transactions and preventing fraud, 
especially in the financial sector [8, 9]. Berova and Tutukov [1], Rai and Goyal [10], 
however, also note ethical, legal, and reputational issues when using AI, which may 
have negative social consequences.
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The experience of using and confirming the effectiveness of AI in international 
practice is of interest, especially in countries that focus on AI technology as a driver 
of development. Among such countries, India and the UAE show significant results 
in the development of AI technologies, which is confirmed by Abu et  al. [11], 
Owusu et al. [12], Agadi and Kinange [13] and Ramos et al. [14].

The works of Shakyavar and Shakya [7], Rai and Goyal [10], Yadav et al. [15] 
address the issues of AI technologies in India. The authors proved that the use of AI 
contributed to broader socio-economic progress of the country. The works of 
Shabaany and Ljepava [5], Mohammed et al. [16], and Mohammed [17] ecplore AI 
technologies in UAE.  In them, the authors put forward recommendations on the 
demand for increasing the role of AI technologies in UAE corporations in various 
routine and complex tasks and activities.

However, all the above-mentioned works deal with individual aspects and factors 
of implementing AI technologies in the anti-fraud system in a particular industry, or 
study specific narrow cases of implementing AI subtechnologies. However, com-
prehensive studies with a comparative theoretical analysis of successful practices 
are scarce. Although non-scientific sources of information (mass media, open 
Internet sources, official websites, data from press conferences and company brief-
ings) provide numerous examples of successful implementation of various AI tech-
nologies in business processes at different stages of countering fraud. Against the 
background of the investment attractiveness of AI technologies, it is necessary to 
understand which particular direction can be promising for development and will 
provide the best result in security.

According to Juniper Research [18], in 2022, global business expenses of lead-
ing AI providers in the field of detection and prevention of financial fraud amounted 
to 6.5 billion US dollars and by 2027 will exceed 10 billion US dollars. At the same 
time, global spending on AI in the financial sector, according to analysts, will 
increase from 35 billion US dollars in 2023 to 97 billion US dollars in 2027. The 
growth of the market for AI-based fraud prevention solutions will grow by an aver-
age of 54% over 6 years [18]. Far Eastern countries and China, Western Europe and 
North America [18] will traditionally bear the most significant costs (more than 
90%) for the implementation of AI technologies to prevent fraud. Thus, this study 
will help businesses discover promising vectors for the development of AI technolo-
gies and expand theoretical knowledge in the field of countering fraud.

3 � Materials and Methods

The object of the study is artificial intelligence (AI) technologies for combating 
fraud in the financial and economic spheres. The study examines both international 
experience (using Asian countries as an example) and the prospects for implement-
ing similar technologies in Russia.
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In the study, the authors used qualitative methods of analyzing scientific litera-
ture from Asian and Russian countries, state development programs and national 
projects, case studies, comparative statistical analysis and analogies.

The general course of the study was as follows.
The first stage involved scrutinizing the extensive literature on the subject of the 

study. Owusu et  al. [12] note that in recent years there has been an increase in 
research on the phenomenon of fraud due to the problem of increasing its scale, 
especially after the global corporate scandals of 2008. It is worth noting that the vast 
majority of studies examine developed economies, although the problem of fraud 
itself is global in nature.

Therefore, we focused on the experience of India and the UAE, because these 
countries emphasize AI technologies as a driver of economic development, and 
various academic and corporate sources cover successful practices in using AI to 
combat fraud.

The second stage involved formulating the theoretical basis and defining the 
research criteria.

The third stage entailed systematizing the theoretical data and forming the study 
structure. Afterward, a comparative analysis took place. The authors identified and 
compared the following parameters as criteria: sector and industry, areas of AI 
implementation, the type of technology and AI subtechnologies used, and a specific 
method or method of using them to prevent fraud. The effectiveness criteria included 
the degree of influence on fraud detection and the difficulties and limitations that 
arise when using AI. The study also covered the amount of funding for AI technol-
ogy programs and AI investments focused on safety.

The next stage determines the IT market opportunities for IT technologies in 
Russia, as well as the demand for technological solutions to prevent fraud. An 
assessment of the resource and economic potential will allow extrapolating the ben-
efits of the experience of India and the UAE in Russian practice of combating fraud.

The choice of the case study method was due to the insufficient amount of con-
firmed quantitative data regarding the practice of using AI in the field of anti-fraud. 
At the same time, this method is useful when one needs to understand a specific 
problem or situation deeply, and the studies of India and the UAE are rich in infor-
mation on specific examples. The case study serves as reconnaissance and identifi-
cation of promising areas that provide competitive advantages and greater 
opportunities for economic development.

The method allows assessing the effect of the prevalence and level of develop-
ment of AI technologies, an increase in fraud detection.

The information base included official data on the websites of organizations, 
regulatory and planning state documentation of Asian countries and Russia on 
issues of AI development, including national strategies, projects, programs and 
guidelines for the development of AI technologies, online portals with open infor-
mation (Government of Russia, CheckMyLink, VisionLabs Luna, National Center 
for Artificial Intelligence Development under the Government of the Russian 
Federation).
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4 � Results

4.1 � Experience in Using Artificial Intelligence to Counter 
Fraud in the UAE

States cooperate and exchange information in the field of AI on the BRISK plat-
form, in accordance with the Beijing Declaration of the XIV Summit, 2022. It 
expresses concern about the ethical aspect of the use of AI, risks and assesses the 
use of technology.

The declaration calls for work to eliminate risks, in addition to scaling up experi-
ence, and more importantly, joint research to create a unified approach to preventing 
corporate fraud, which can become a guide for the rest of the BRICS member coun-
tries in terms of ethical and responsible use of AI.  BRICS has the potential to 
become a platform for deepening scientific and technological cooperation in areas 
of AI to counter fraud.

In 2017, the United Arab Emirates (a BRICS member) appointed the world’s first 
Minister of Artificial Intelligence, and the country’s leadership is very interested in 
developing new technologies, including AI.

In addition, government bodies have adopted large-scale key documents, such as 
the National Strategy in the Field of AI until 2031. The strategy aims to make the 
UAE a leader in AI technologies. Since 2019, the UAE has had a set of AI principles 
and ethics in place, an AI Lab, and in 2023, the country opened two AI technology 
centers. The first center will identify, develop and promote best practices and indus-
try standards for the use of AI in the Middle East. The second center, the Microsoft 
AI for Good Research Lab in Abu Dhabi, will support AI projects aimed at solving 
important public problems [5, 12].

We expect new AI-enabled technologies to significantly increase GDP and 
enable the UAE to continue diversifying into key industries. In 2021, the UAE 
ranked first in the world in terms of government AI financing strategies, and among 
the MENA (Middle East and North Africa) countries, and today it leads by a large 
margin in terms of commercial financing (26th place against 58th place of neighbor-
ing Saudi Arabia). This dynamic occurred due to the growth of successfully operat-
ing companies from AI startups from 2015 to 2023. These include Group 42 the 
company has been engaged in AI in the fields of healthcare, oil and gas sector and 
aviation since 2018.

At the international exhibition of innovations and startups “GITEX Global 2024 
Avaya”, the introduction of an AI assistant for the Dubai Police was announced 
aimed at improving interaction with citizens and optimizing internal fraud preven-
tion processes. Computer vision is actively developing to achieve the goal of 
increasing the number of unmanned taxis by 25% by 2030 [12].

The oil and gas company ADNOC is among the first ones to introduce AI into 
operational activities to ensure safety. In 2017, the company launched two projects, 
Thamama and Panorama, and by 2020, the use of AI had generated benefits of $2.1 
billion [12, 14].
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In 2019, the UAE Federal Tax Service launched a new electronic monitoring 
system using digital fiscal stamps. This system tracks the facts of payment of excise 
tax on tobacco products. The idea of its creation is to use modern tools to combat 
excise tax evasion and corporate fraud. The system includes integrated electronic 
monitoring tools. Their traces are visible at customs points and throughout the sup-
ply chain in the UAE.

In order to reduce fraud, the UAE Cybersecurity Council has created an online 
CheckMyLink portal (https://staysafe.csc.gov.ae) to check unreliable and fake web-
sites, giving users the ability to check the links of the found websites to scammers. 
Users of the neural service have the opportunity to enter the address of any website, 
and the platform will test it for malware, phishing tools or other fraud.

The entire world community is aware of a major corporate fraud in the banking 
sector. An AI-generated voice imitation helped criminals trick a UAE bank 
employee. The fraud scheme resulted in the financial institution losing $35 million. 
Following this precedent, banks and large corporations in the UAE have developed 
and improved their software tools aimed at countering fraud.

Emirates NBD Bank uses generative AI in its activities to improve customer 
interaction, which is able to increase the productivity of individual service lines. In 
addition, Emirates NBD uses neural tools to monitor suspicious transactions. AI 
tracks not only transactions, but also the behavior of the client, not limited to the 
amount, frequency and location from which the client usually makes transactions, 
and also helps to form a sufficiently wide “dossier” on the client in order to protect 
both himself and the client from fraudulent actions in the future [11, 16, 17].

The ADCB (Abu Dhabi Commercial Bank) case offers its services, including 
through the WhatsApp messenger. However, in order to conduct its activities 
through this messenger and reduce the risk of involvement in fraudulent activities, 
the bank has launched an AI that evaluates and analyzes incoming information and 
warns about the relevant risks. In addition, ADCB uses artificial intelligence to 
monitor credit applications and determine the client’s solvency and integrity. This 
mechanism has practically automated the business process of assessing a client 
upon receipt of a credit application [6].

Deloitte Middle East presents an AI-based technology platform that analyzes the 
financial data of a client company, identifies anomalies and reports them. Thus, any 
company implementing this platform will be able to cover several risk profiles at 
once, including reducing the risk of corporate fraud.

Al-Futtaim Group is the largest conglomerate in the UAE market. It carries out 
activities in the automotive industry, provides financial services, is engaged in retail 
trade, as well as real estate trading. To monitor the operations of Al-Futtaim Group, 
it uses AI in the supply and distribution process, which helps to identify and, in 
some cases, prevent fraudulent schemes, which directly affects the economic 
security.
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4.2 � The Experience of Using Artificial Intelligence to Counter 
Fraud in India

The Indian experience is no less interesting. The country (a BRICS member) has set 
a goal—to make an AI revolution. The government of the country recognizes the 
potential inherent in AI.  The Ministry of Commerce and Industry of India has 
formed a task force to transform the country’s economy using AI subtechnologies.

Companies are actively investing in AI training specialists, which has resulted in 
a significant increase in employees’ qualifications. Since 2010, India has been con-
sistently ranked in higher education: fourth in terms of the number of scientific 
papers on AI, third in terms of the AI personnel reserve, eighth in terms of the num-
ber of AI patents (4000 patents in 2020, which is almost 6 times more than in 
2011–2015) [13].

In addition, the country’s leadership sets goals to become a basic AI laboratory 
for countries with economies in transition. To achieve this goal, the government has 
adopted strategic documents targeting five priority sectors of the Indian economy: 
education, healthcare, agriculture, smart cities and mobility [15].

According to NITI Aayog, the competitive advantage of the country’s educa-
tional system is a large number of STEM graduates (science, technology, engineer-
ing, and math) who can be potential employees in the AI sector (research and 
practical). At the end of 2022, the penetration rate of AI skills is 3.09, which is the 
highest value among the OECD and G20 countries. Investments in AI in the country 
are growing by 30.8% on average annually. Experts estimated the size of the AI 
market in India at USD 7.8 billion in 2021, which is 22% more than in 2020 [4, 
10, 13].

The Pramaan Exchange project has become one of the most innovative solutions 
in the field of AI. This is the largest gardening exchange, which operates based on 
Intello Labs. This agrotechnical startup uses a computer vision subtechnology that 
is based on a database of 300 million images of fruit and vegetable products and 
analyzes the supplier’s products for compliance, thus checking their quality and 
reducing the risks of supplier fraud.

Artificial intelligence is a serious competitor to the outsourcing industry in India. 
The introduction of AI is inevitable, but the versatility of the tools reduces jobs. For 
example, the Indian IT company Dukaan has cut almost 90% of the support staff, 
entrusting this work to an AI chatbot. The decision not only helped the company 
save money (customer support costs decreased by 85%), but also increased work 
efficiency. After the introduction of the chatbot, clients receive a response within 
seconds after the request, and their issues are resolved much faster (up to 3 min). 
Before the introduction of AI, it took about 2 h to resolve the issues.

The public sector, with government support, uses artificial intelligence to ana-
lyze hot spots, traffic, investigate criminal cases, including fraudulent schemes, for 
facial recognition, in the agricultural sector, and to protect rare animal species.

Let us consider a number of cases of the banking sector and large corporations.
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The HDFC Bank case actively uses AI in the implementation of both projects to 
improve the quality of customer service and mechanisms in the field of transaction 
monitoring. The bank has an AI-based electronic virtual assistant that provides 
information about banking services and products. In order to help with e-commerce 
and payments, the bank has an interactive platform—HDFC Bank OnChat—in 
Facebook Messenger. This platform uses AI tools to monitor transactions carried 
out through the platform and identify suspicious ones. In addition, since 2018, the 
bank has had a bot recruiter, which carries out its activities based on AI algorithms, 
and determines whether a particular candidate is suitable for the bank, analyzing his 
data for compliance with functional and personal requirements [7, 8].

In addition, the bank monitors financial information using neural tools that iden-
tify suspicious patterns among all transactions carried out by the bank and react to 
them. For example, if a customer makes a transaction from an unusual geolocation 
and for an amount that is unusual for the customer’s profile, the AI can freeze the 
transaction until it clarifies the detailed circumstances. In addition, AI uses the prin-
ciples of machine learning, so it is able to adapt to new realities and improve.

ICICI Bank’s case for interaction with clients and potential employees, this bank 
uses AI to operate their career chatbot and career platform, the principle of opera-
tion is similar to the previous HDFC Bank case. The system checks the functional 
and personal skills, as well as the candidate’s compliance with the bank’s security 
requirements. In addition, the bank has introduced AI technology into its opera-
tional activities, which emits employee actions to automate repetitive, voluminous 
and labor-intensive processes. This, in turn, reduces the risk of accidental and inten-
tional errors, which reduces the risk of fraud in these areas of operational activity [9].

In terms of achieving the goals of ensuring security and compliance with anti-
laundering and anti-terrorism legislation, the bank uses AI deep learning technol-
ogy. The essence of deep learning is that, by self-learning on huge amounts of data, 
AI can independently find solutions and does not require constant operator interven-
tion when branching the algorithm of action. This helps to reduce the number of 
false positives of AI when monitoring transactions for suspicious transactions. Such 
systems help to identify attempts to involve the bank in illegal activities more 
quickly and efficiently.

TCS (Tata Consultancy Services) is the largest multinational technology com-
pany in India, whose main specialization is IT consulting. This company is famous 
for its technological solutions in the field of risk management. TCS offers its clients 
a platform and integrates it into the client company’s internal ecosystem. The plat-
form is capable of analyzing incoming transaction data and predicting potential 
fraud cases. A distinctive feature of this case is that the company offers a techno-
logical solution to customers for a preventive and proactive response to the risks of 
corporate and client fraud. In addition, in 2023, to create more affordable fraud 
protection technological solutions when using communication tools in the field of 
financial services, TCS entered into a partnership with the American company 
FundingShield, which specializes in fraud protection in the sphere of housing/mort-
gage lending.
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This technological solution pays great attention to data integrity and prevents 
their use in fraud, including corporate fraud. A software product for banks that deal 
with mortgage lending, since the risk profiles that AI responds to in this area are 
specific. The joint collaboration will allow clients to maintain data integrity, verify 
suspicious bank accounts and automate the counterparty claims verification system.

Paytm is a popular payment system in India that provides small mobile loans that 
require prompt verification of the customer’s profile and risk level; therefore, the AI 
implemented in this business process allows reducing fraud risks to an acceptable 
level. Paytm uses AI to analyze user data, support customers, and improve the accu-
racy of detecting anomalies in financial information arrays. In addition, the area of 
AI use in this company certainly affects transaction monitoring, preventing both 
corporate fraud in order to involve the company in illegal activities, and identifies 
fraudulent schemes on the part of private clients.

Zomato Case is an Indian, now international, restaurant aggregator for food 
delivery and restaurant meals. The company introduced AI after it noticed fraudu-
lent reviews of the restaurants it cooperates with. To solve this problem and main-
tain trusting and reliable relationships with customers, Zomato has launched a 
neural tool that analyzes the reviews left and identifies those that are part of fraudu-
lent schemes, namely, identifies patterns characteristic of fake reviews.

4.3 � Prospects for the Development of Artificial Intelligence 
in Russia

Against the backdrop of active government regulation and high investment activity 
in the implementation of AI technologies in India and the UAE, the development 
pace of technological solutions for protection against fraud in Russia is not keeping 
up with the leaders. In [19, 20], digital maturity in Russia by industry in 2023 is 
estimated at just over 74%, which indicates a significant potential for implementing 
AI solutions in the field of security.

For example, when comparing the share of AI solutions in GDP of countries, a 
difference is obvious. The share of the AI sector in the Indian economy is very large; 
experts predict its growth to 20% of GDP in 2028. The UAE ranked first in the 
world in 2021 in government AI financing strategies, experts forecast that artificial 
intelligence will account for about 13.6% of the UAE’s GDP by 2030. In Russia, the 
share of AI solutions in GDP stands at 0.8% in 2024, with projections showing 
growth to 3.6% by 2030 [21].

The Institute for Statistical Research and Economics of Knowledge of the Higher 
School of Economics, while analyzing the dynamics of economic indicators for the 
period 2019–2023, emphasizes the steady growth of the IT industry (Table 1). The 
industry’s contribution to GDP reached almost 2% in 2023, against 1.3% in 2019 
(Fig. 1).
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Fig. 1  The share of the IT industry in Russia’s GDP for 2019–2023 (%). (Source: compiled by the 
authors based on [19])

The average annual growth rate of gross value added (GVA) in Russia in compa-
rable prices exceeded 10%, and the average number of employees in the sector 
increased annually to 11% (Fig. 2). Over a four-year period, the growth dynamics 
of both indicators increased 1.5 times, in addition, the positive trend persisted 
throughout the COVID period.

In 2023, according to experts, the volume of the Russian IT market will exceed 
2.4 trillion rubles, and in 2022—1.9 trillion rubles (Fig.  3). The fastest growing 
market segments are IT services and hardware. According to the Association of 
Software Developers (ARPP) [19], the number of IT companies in the country is 
more than 100 thousand, and the number of IT specialists is more than 780 thou-
sand people.

Table 1  Russian IT industry, key indicators for 2019–2023

IT industry indicators 2023 2023/2022 2023/2019

Contribution to GDP 1.96% +0.22 p.p. ×1.5
Implementation of own products and services 3.1 trillion rubles +30.3% ×2.5
Number of employees 857 thousand people +12.7% ×1.5
Wages 155.9 thousand rubles +13.3% ×1.7
Investments in fixed assets 0.5 trillion rubles +46.5% ×4.4

Source: Compiled by the authors based on [19]

1 1.1
1.3 1.3

1.5

1 1 1 1 1.1

2019 2020 2021 2022 2023

IT industry The economy as a whole

Fig. 2  The growth rate of the Russian GVA in real terms by 2019, times. (Source: compiled by the 
authors based on [19, 20])
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Fig. 3  The Russian IT market in 2022–2023 distributed by large segments, billion rubles. (Source: 
compiled by the authors based on [19])

Thus, according to the trends and strategic objectives of the domestic IT market, 
ARPP [19] identifies the most promising areas of activity in 2024:

•	 the growing role of information security through the introduction of artificial 
intelligence;

•	 real, not on-paper import substitution in the fields of software and IT equipment.

These strategic guidelines directly confirm the timeliness of the Federal Artificial 
Intelligence Project, which aims to increase the efficiency of organizations using 
mainly domestic AI technologies.

“When analyzing the government’s indicative plans, it should be noted that the 
implementation of the national project Data Economy, namely the IT sphere is the 
main vector of economic development.” Deputy Prime Minister of the Russian 
Federation Dmitry Chernyshenko announced this forecast on January 17, 2024 [22]. 
“The total revenue of the 100 largest IT companies in Russia will grow by 2.5 times 
by 2030 and reach 5.3 trillion rubles.” In addition, Chernyshenko emphasized the 
planned costs of state-owned companies for the development and implementation of 
IT in 2024, “they will spend more than 1 trillion rubles ...” [22].

The rating positions on the Russian Government’s AI Readiness Index are grow-
ing, but Russia’s position has shifted from 33rd to 40th place in 2023 (Fig. 4).

In 2023, the All-Russian Public Opinion Research Center, on the initiative of the 
National Center for Artificial Intelligence Development under the Government of 
the Russian Federation, conducted a survey of 4000 companies on using AI tech-
nologies in economic and social sectors. The survey data shows that the level of AI 
use in Russian companies has increased by 1.5 times since 2021. More than 40% of 
organizations develop AI solutions on their own, and the leaders in AI use to counter 
fraud are financial services, ICT, and healthcare. Intelligent support systems, as well 
as decision-making and computer vision are the most popular areas, 71% and 69%, 
respectively. In 2 years, out of 4000 respondents, the share of companies that have 
received multiple effects from the use of AI has doubled. According to the survey, 
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Fig. 5  The structure of the distribution of internal costs of domestic organizations for IT solutions 
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Fig. 4  Government readiness index for Artificial Intelligence (%). (Source: compiled by the 
authors based on [21])

the introduction of AI allowed increasing the speed and quality of work in individ-
ual companies 5–6 times. More than 34% of organizations have approved an AI 
implementation strategy, 35% plan to implement it within the next 3 years [21].

Having examined the statistical data, we conclude that organizations of all forms 
of ownership distribute their internal costs mainly on the acquisition of machinery 
and equipment with digital technologies, software, its adaptation and refinement, as 
well as other internal costs (Fig. 5).
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Fig. 6  The use of various information security tools in Russian organizations in 2022 (% of the 
total number of organizations). (Source: compiled by the authors based on [21])

For the development of the sector and in order to accelerate import substitution 
in Russia, there are 36 industrial competence centers, which involve over 300 lead-
ing companies from different industries.

Competence centers implement about 200 initiatives to introduce advanced pro-
grams; they combine the efforts of major customers and developers aimed at creat-
ing safe and reliable AI.

Today, companies around the world are using AI methods not only as a scientific 
and technical tool, but to combat corruption and fraud in a variety of forms and 
areas. Electronic digital signatures, antivirus programs and authentication tools 
have become the most widespread as information security tools (Fig.  6). At the 
same time, the share of AI in information security tools in Russian organizations is 
not yet large (biometric tools, spam filters, AI-enabled intrusion detection systems, 
security analysis and control tools).

Fraudsters in the digital economy are increasingly using IT tools to commit ille-
gal actions. Therefore, such a response and prevention of financial fraud, taking into 
account international experience, is a perfect field for deploying AI capabilities at 
all stages of illegal activities. Technical solutions based on artificial intelligence that 
can quickly identify fraudulent schemes, and their scaling is the main task that all 
countries of the world are solving. The government of the Russian Federation and 
the Bank of Russia must consider additional mechanisms to combat corporate fraud 
and theft of funds by December 1, 2024. They will pay special attention to the need 
to develop AI technologies.
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4.4 � Practical Recommendations on the Use of AI Technologies 
for Russian Companies

According to Mohammad [16, 17] and review of successful cases of the UAE and 
India, the use of AI technologies significantly improves the average fraud detection 
efficiency (Fig. 7).

Considering the criteria, we can note that AI-based fraud detection systems dem-
onstrate high efficiency averaging over 70% and help reduce the level of fraud by 
detecting and preventing illegal actions in real time. However, when adapting them 
to the Russian practice, it is necessary to take into account the limitations and dif-
ficulties of their use. In addition to the technical limitations noted in Fig. 7, ethical 
barriers (issues of citizens’ privacy, respect for personal space and citizens’ rights to 
protect personal information) and legal barriers (legislative restrictions on the use of 
AI in certain areas and operations, the lack of clear regulatory standards in connec-
tion with the advanced development of AI) may accompany the introduction of AI.

Having studied statistical data and practical cases on the pace and structure of AI 
development in the UAE and India, we concluded that the use of AI can improve the 
efficiency of business processes, and international experience can be used to coun-
ter fraud at the corporate level in the following areas.

	1.	 The banking sector. Following the experience of India and the UAE, real-time 
transaction monitoring through AI yields the greatest impact, significantly 
enhancing the speed of fraud detection and enabling preventive protection.

For example, if a client who usually makes small transfers conducts a large 
transaction, then the AI reasonably considers this an anomaly and reports it to 
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Fig. 7  The effectiveness of AI technologies in detecting fraud. (Source: compiled by the authors 
based on [16, 17])
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the security service. For example, in Russia, Sberbank uses technologies to mon-
itor transactions and detect fraudulent activities, similar to the practice of Paytm 
in India. Algorithms analyze customer behavior and transaction data in real time, 
which allows for a quick response to suspicious transactions and timely detec-
tion of fraudulent transactions.

	2.	 State financial control bodies. In this area, AI is indispensable for monitoring the 
targeted use of funds, as well as for detecting abuse and attempts to withdraw 
funds. This mechanism is especially relevant when monitoring budget spending 
through the public procurement system. For example, for automatic monitoring 
of procurement prices, compliance of expense items with project documenta-
tion, targeted use of allocated funds.

	3.	 Cybersecurity of organizations. AI helps monitor incoming and outgoing infor-
mation, including financial information, in order to reduce the risk of informa-
tion leakage and, as a result, financial losses for the company. In this area, DLP 
systems are very popular, which are able not only to monitor the activity of 
incoming/outgoing documentation, but also to block attempts to drain sensitive 
information.

	4.	 Using AI to monitor company transactions. Therefore, when implementing AI in 
order to identify suspicious activity and control the approval process, for exam-
ple, payment orders, the technology will be able to identify and report if the 
operation performed with the company’s accounts differs from the usual profile, 
and goes against the approval process. For example, if someone tried to make a 
transaction without the appropriate rights, or the security service did not approve 
the counterparty to make a transaction. All this can become an effective tool for 
detecting attempts to withdraw assets and make fictitious transactions.

	5.	 Using AI to interact with customers. This mechanism will reduce the likelihood 
of collusion on the part of the employee and the client. Despite the fact that this 
tool does not directly analyze financial information, it helps to detect conflicts of 
interest and limit the interaction of the parties in order to prevent financial losses 
due to unfair actions of an employee or supplier. For example, similar to Emirates 
NBD (UAE), T-Bank (Russia) is developing chatbots to automate customer ser-
vice and prevent fraud. The AI-based system processes customer requests and 
analyzes interactions with them to identify potentially fraudulent activities. AI 
has a great potential in matters of due diligence and assessing the reliability of a 
client or potential employee, which helps companies avoid financial losses.

Suggestions for using neural tools to combat fraud are given in Table 2.
Today, organizations in the real sector of the economy allocate funds to imple-

ment many recommendations. A striking example is T-Bank, which in October 
2024introduced the Cybersquall system that has no analogues in Russia to combat 
financial pyramids. It is a continuation of the Humanoid Robot Factory for talking 
to scammers, which diverts their resources to itself. The platform scans the Internet 
in search of sites advertising pseudo-investments with signs of fraudulent schemes. 
Every week, T-bank identifies 50–60 new pyramid scheme sites. Having discovered 
such a site, the neural network redirects it to T-Protection employees for manual 
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Table 2  Possibilities and restrictions for using individual AI subtechnologies to combat fraud

Country experience 
(developments, solutions, 
services) Areas of application of AI Restrictions, challenges

Computer vision (1, 2), (+)

India: Pramaan exchange is the 
world’s largest horticulture 
exchange, powered by Intel 
labs.
A system for controlling an 
unmanned vehicle from Yandex
UAE: UAE immigration 
authorities scan immigrants’ 
eyes to combat illegal migration

Analysis of recordings from 
surveillance cameras; document 
authentication; access control; 
identification of persons; counterfeit 
detection: analysis of packaging and 
condition of goods

AI needs high-quality images and 
videos to work effectively; 
development and implementation 
require significant resources and can 
only pay off for large companies or 
government agencies; there are risks 
of data leakage, difficulties in the 
ethical aspect

Natural language processing (1, 2), (+)

Russia: The system for 
streaming data entry is ABBYY 
FlexiCapture. The system for 
text analysis and understanding 
is ABBYY Compnero. 
Technical solutions for speech 
recognition from the company 
MDG
India: Zomato is a neural tool 
that analyzes the reviews left 
and identifies those that are part 
of the fraudulent schemes of the 
UAE: CheckMyLink online 
portal-site analysis for phishing 
and fraud

Analysis of complaints and requests 
for refunds; analysis of electronic 
communication; analysis of open 
sources, including social networks 
for suspicious patterns of behavior; 
identification of inconsistencies in 
the text of documents

A large amount of high-quality 
information is needed without 
extraneous noise; expensive 
implementation into existing 
operating systems may not pay off 
for small companies
New topics and areas may not have 
enough data to generate an answer; 
slang, new words and terms make it 
difficult to find anomalies

Promising methods and technologies in AI (1, 2, 3, 4), (−)

UAE: Deloitte Middle East—
the platform analyzes the 
financial data of the client 
company
India: HDFC Bank—transaction 
monitoring

Detection of anomalies in large 
amounts of data; detection of 
suspicious transactions in real time; 
fraud prevention; detection of 
fraudulent schemes by the graph 
method; dynamic risk assessment 
through implementation into the 
management system

Training AI requires a large amount 
of high-quality and representative 
data; only large companies can 
afford to increase infrastructure 
costs due to the need for powerful 
servers and cloud storage; an ethical 
issue of impact on workplaces

Intelligent decision support systems (1, 2, 3, 4), (+)

Russia: The candidate selection 
software is the Vera robot
UAE: ADNOC-decision making 
system for oil exploration 
business
India: Tata consultancy 
services—automated risk 
management

Real-time analysis of financial 
transactions; risk assessment based 
on historical data; automation of the 
loan approval process; monitoring 
suspicious patterns of employee 
behavior; optimization of 
verification processes in terms of 
KYC and AML

The need for a large amount of 
high-quality data for training; the 
technological complexity of 
integration with existing programs; 
the threat to cybersecurity

(continued)
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Table 2  (continued)

Country experience 
(developments, solutions, 
services) Areas of application of AI Restrictions, challenges

Speech recognition and synthesis (1, 2, 3, 4), (+)

Russia: The project of the 
T-Bank “Cybersquall”
The virtual voice assistant from 
Yandex is Alice
UAE: Voice-controlled virtual 
assistants (medicine and 
finance)
India: Accurate and localized 
speech recognition solutions. 
Features—diversity of 
languages and accents in India

Identifying suspicious patterns when 
analyzing conversations with 
customers; biometric voice 
authentication; monitoring calls for 
keywords; recognition of the client’s 
moods (aggression or nervousness, 
etc.)

Low accuracy of speech recognition 
in a noisy environment or in the 
presence of an accent, slang; 
language barrier; difficulties in 
ensuring the confidentiality of 
processed information; limited 
usage scenarios

Note:

Conform (+) Roadmap for the development of “end-to-end” digital technology 
“Neurotechnology and artificial intelligence”Not conform (−)

(1) Fraud risk prevention stage (preventive measures)

(2) Stage identification of fraud risks

(3) The stage of fraud risk assessment

(4) Retaliatory and corrective actions

verification. On sites with obvious signs of financial pyramids, AI creates a large 
number of requests free advice or a callback, and then, delaying time in telephone 
conversations with fake brokers, proactively neutralize them. When fake brokers 
call back, they end up on bots that mimic potential customers interested in investing. 
The task of these humanoid robots is to keep the criminal on the line as long as pos-
sible and prevent him from getting through to real people. Cybersquall bots receive 
an average of 1500–2000 fraudulent calls per day, up to 3500 during peak hours. 
Cybersquall is a working tool that is of interest to all commercial banks [20].

Also, effective tools, according to [11–13], are partnerships with technology 
companies that already have experience in developing AI systems to combat fraud, 
investments in employee training, and more active regulatory work in terms of 
adapting standards and bills to rapidly changing AI practices.

5 � Conclusion

Firstly, the initial phase of the study examined the experience of India and the UAE 
in using AI technologies to prevent fraud. Using qualitative methods of analysis of 
scientific literature and state development programs, we obtained the following 
conclusions.
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India is actively developing computer vision to combat fraud, creating complex 
authentication systems based on product recognition, faces and live fingerprints. 
The country has achieved great success in the field of deep learning, which analyzes 
incoming transaction data and predicts potential fraud. We have identified features 
including government support and funding for startups, government regulation of 
ethical issues in the use of AI to prevent fraud.

The UAE has opened many specialized centers and universities specializing on 
AI; the state is actively attracting investments in AI programs. Subtechnologies of 
generative AI are developing, which can increase the productivity of individual ser-
vice lines, track not only transactions, but also customer behavior, analyze the finan-
cial data of the client company, identify anomalies and report them. We have 
identified features that include funding based on cooperation between the state and 
private companies, including knowledge sharing and technology partnerships, with 
an emphasis on the development of AI security tools in various sectors of the 
economy.

In Russia, AI is also becoming an effective tool in the fight against economic 
crime. Funding for AI programs increases annually, the state is developing national 
technology development programs. We have identified features that include the 
activity of government regulation and cooperation between the state and private 
companies; AI solutions are developing primarily in the financial sector, where the 
main capital is concentrated.

Secondly, comparative analysis of economic indicators of AI solutions financing 
and the degree of use of various information security tools in Russian organizations 
allow us to conclude that there are significant opportunities to increase high-tech 
AI-based solutions to prevent fraud. While Russia’s GDP shows a considerable lag 
in AI integration, positive trends are emerging through government initiatives to 
spur the development of AI security solutions, partly due to the growing problem of 
cyber fraud affecting Russian citizens. However, it is worth noting that only very 
large businesses can afford such solutions, making financial sector organizations 
and large holdings the main drivers of development.

Thirdly, using the case study method, we reviewed the best practices for imple-
menting AI to prevent fraud. This allowed us to highlight the positive effects and 
assess the priorities for the development of AI in various sectors of the economy and 
areas of activity. The study shows that the priority areas for the development of AI 
solutions in Russia are the banking sector, government agencies, cybersecurity, and 
the priority processes include control of organizational transactions, due diligence, 
and partner verification.

Fourthly, in the final part of the study, based on a comparison of the best practices 
of India, the UAE and the directions of the roadmap for the development of the end-
to-end digital technology “Neurotechnologies and Artificial Intelligence” in Russia, 
priority opportunities for the development and limitations of various AI subtech-
nologies. Technologies based on the development of advanced methods, intelligent 
decision support systems, speech recognition and synthesis can be used at all stages 
of countering fraud and almost all comply with the roadmap for the development of 
the end-to-end digital technology “Neurotechnologies and Artificial Intelligence”. 
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Deep learning and machine learning models show the greatest effect and high prob-
ability of detection, so we see the greatest potential as preventive measures, as well 
as at the stage of identifying fraud risks, in the development of computer vision and 
natural language processing technologies.

Thus, various approaches and successful practices of using AI to combat fraud in 
the UAE and India made it possible to answer the question of what promising areas 
should be strengthened in the use of AI to combat fraud in Russia, as well as what 
opportunities and limitations the use of individual AI subtechnologies opens up.

This study has some limitations. Due to challenges in quantitative data analysis, 
we selected the case study method. Future studies should enhance qualitative analy-
sis by adding a quantitative evaluation of implementing AI solutions’ effectiveness. 
There are also large time costs for searching and analyzing cases. The limited vol-
ume of the article did not allow us to consider successful cases from other countries 
actively developing AI technologies the USA, the European Union, China, Israel, 
Great Britain, etc. At the same time, the study may be of interest to researchers, 
business representatives and government agencies that form corporate and govern-
ment strategies to improve economic security and protect against fraud risks.
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AI-Driven Predictive Maintenance 
of Industrial Gearboxes

Hassan Al Ouatiq  and Sergei Pronin

Abstract  This study develops a predictive maintenance framework for industrial 
gearboxes that employs CWT and XGBoost algorithms to improve early fault detec-
tion. Compared with the traditional method for detecting gearbox faults, the pro-
posed approach can extract more useful time-frequency domain features from the 
vibration signals using CWT to accurately diagnose slight faults which are usually 
not detected by universal methods. XGBoost, a machine learning classifier, then 
uses these extracted features to classify the data to determine if the operation is 
normal or fault states, including early-stage gear cracks. To alleviate common prob-
lems such as imbalanced data, the framework incorporates Bayesian optimization 
and SMOTE (Synthetic Minority Oversampling Technique), attaining a consider-
able classification accuracy of 94.49%. This methodology has practical benefits 
such as minimizing downtime of the equipment, reducing maintenance costs, and 
improving the reliability of industrial operations, thus making it appropriate for 
real-world industrial applications to better meet the goals of Industry 4.0. Further 
research will aim to generalize fault detection to more types of gear faults and to 
determine how this could be integrated into industrial IoT systems to increase 
autonomous maintenance capabilities.

Keywords  Industry 4.0 · Predictive maintenance · Fault detection · Wavelet 
transform · XGBoost · Digital transformation

1 � Introduction

In a modern industry, the operational reliability of critical machinery is of para-
mount importance due to the costly financial and operational consequences of 
unplanned downtime. Industrial gearboxes, common in applications ranging from 
wind turbines to manufacturing systems, are especially susceptible due to their 
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complex designs and challenging operating environments. Common faults such as 
cracks, misalignment and wear can significantly raise maintenance costs, hinder 
production timelines and cause catastrophic failure if not detected.

Instead of being based on scheduled inspections, predictive maintenance uses 
real-time data to continuously assess the health and condition of machines, and 
represents an effective approach to reducing the risks associated with production 
downtimes. This method is favorable for gearbox, since for the vibration signals of 
the gearbox, they are complex and instantaneous signals, so it is difficult to detect 
fault in its early stage.

The latest trends in AI especially in the area of machine learning have empow-
ered predictive maintenance systems to be better and have a wider scope. In line 
with the former assumption, one of the most powerful tools for fault classification 
is Extreme Gradient Boosting (XGBoost), especially when combined with more 
advanced signal processing techniques (e.g., wavelet transforms). Wavelet trans-
forms enable detailed time-frequency analysis enabling detection for transient 
events and subtle anomalies embedded in vibration data—which often goes unno-
ticed in frequency-domain domains relying on traditional Fast Fourier Transform 
(FFT) based methods.

In this study, the conformity of Continuous Wavelet Transform (CWT) and 
XGBoost provides multiple merits in addressing against traditional fault detection 
filters. First, this hybrid approach works well with noisy and non-stationary data, 
yielding consistent fault detection capabilities in terms of load variations and 
dynamic operational states. Moreover, its capacity to detect early-stage failures—
like tiny gear cracks—far outclasses that of traditional techniques, which have dif-
ficulty with low-amplitude, time-varying signals. Finally, the proposed method can 
achieve even better performance in predictive maintenance, where data imbalance is 
widely observed by applying one available data balancing approach, SMOTE and 
Bayesian optimization.

This study builds upon our previous works, where we explored hybrid deep 
learning models and synthetic vibration data generation for wind turbine gearboxes. 
These earlier studies laid the groundwork for improving fault detection sensitivity 
and data diversity, which we further develop here using a wavelet-XGBoost-based 
predictive maintenance framework [1, 2].

The main goals of the current study are:

•	 Propose an advanced predictive maintenance architecture that integrates wavelet 
transforms with XGBoost to systematically improve the precision of fault 
detection.

•	 Prove the efficiency of the framework in dealing with noisy data, dynamic loads, 
and incipient gearbox faults compared to the conventional detection methods.

•	 Refine the system to appropriately handle class imbalance while achieving gen-
eralizable performance combined across varying operational conditions.

H. Al Ouatiq and S. Pronin



81

The next sections of this paper are organized as follows: In Sect. 2, we review the 
state-of-the-art of predictive maintenance and AI-based fault visibility methods. In 
Sect. 3, we provide the proposed methodology, including data preprocessing, wave-
let feature extraction, and training procedure of XGBoost model. In Sect. 4, the 
results are presented and discussed, with emphasis on the practical consequences 
for industry. Section 5 presents challenges, broader impacts, and future directions 
for research. Finally, Sect. 6 wraps up the contributions made by this study and 
indicates directions for future research.

2 � Literature Review

2.1 � Predictive Maintenance in Industry

Over the last 10 years, there has been great development in predictive maintenance 
thanks to the introduction of artificial intelligence (AI) and data-driven approaches 
to the industrial processing chain. With these advancements, fault detection has 
evolved with the base of early identification of the possible region for the machinery 
issues which can positively lower the unplanned downtime optimizing maintenance 
plan, and minimizing overall costs for operations. This type of preemptive measures 
is crucial in economic and environment-critical industry in particular when a 
machine breaks down.

Industrial gearboxes, essential components for mechanical power transmission 
across diverse sectors such as energy, manufacturing, and transportation, have been 
central to predictive maintenance research. Given their complex mechanical inter-
actions and frequent exposure to harsh operational conditions, gearboxes are espe-
cially prone to faults like cracks, misalignments, and wear (Fig.  1). Undetected, 
these issues can severely disrupt production processes, inflate maintenance costs, 
and potentially result in catastrophic equipment failures. While vibration-based 
monitoring remains the most widely adopted technique, alternative approaches such 
as current-based analysis have also shown promise in gearbox fault detection, par-
ticularly in wind turbine applications, as demonstrated by Qiao and Gong [3]. A 
comprehensive review of such data-driven condition monitoring frameworks is pro-
vided by Aburakhia [4]. Therefore, robust predictive maintenance practices are not 
just beneficial—they are essential.

Furthermore, good predictive maintenance contributes directly to wider sustain-
ability goals. Fault prediction and maintenance optimization not only help indus-
tries save resource consumption such as energy; they also prolong the life of 
equipment and reduce the environmental impacts.
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Fig. 1  Diagram of Gearbox and Key Components in Fault Detection. This schematic illustrates 
the structure of a multi-stage planetary gearbox, including input and output torque pathways 
through various components, such as the sun, planetary gears, and the helical stage

Predictive maintenance is further accelerating with the alignment of principles of 
Industry 4.0. As per the latest trends, firms have created smart, automated mainte-
nance systems by incorporating advanced technologies like AI, the Internet of 
Things (IoT), and real-time analytics that provide holistic, real-time monitoring and 
diagnostics. This also ensures that these sophisticated systems also dovetail nicely 
with Environmental, Social, and Governance (ESG) principles, fostering sustain-
able industries, improving worker safety and minimizing the planetary impact of 
operations.

Therefore, integrating predictive maintenance approaches ensures not only con-
tinuity and reliability of operation, but also relevant positioning of industries into an 
evolving digital transformation of industries aimed to satisfy both operational and 
sustainability needs.

2.2 � Machine Learning in Fault Detection

Machine learning (ML) has become central to predictive maintenance by providing 
powerful methods for fault detection and classification. Among these methods, 
ensemble models such as Extreme Gradient Boosting (XGBoost) have shown par-
ticular promise due to their robustness and adaptability to industrial datasets. Wang 
et al. [5] notably pioneered the application of XGBoost for monitoring wind turbine 
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gearboxes, highlighting its strength in capturing complex, non-linear patterns within 
vibration data more effectively than traditional classifiers. Similarly, Su et al. [6] 
demonstrated the successful application of XGBoost in vibration-based monitoring 
of wind turbine towers, further supporting its reliability in real-world predictive 
maintenance scenarios.

Why XGBoost? The decision goes well beyond just computation speed. Its 
major benefit is interpretability; the decision-tree-based setup lets users understand 
how the model arrives at its predictions, an important consideration in fields in 
which there is a need for clear understanding of and trust in automated systems. 
Finally, compared to other machine learning algorithms, XGBoost is also quite 
robust to the angry data of the real world, and can naturally tackle class imbalance 
issues which is a common problem in industry when handling fault detection prob-
lems, where faulting conditions usually only occupy a small number of cases.

Signal processing techniques can be further combined with other machine learn-
ing models to improve the detection abilities. For instance, the combination of 
XGBoost and wavelet transform greatly enhances the capacity of extracting features 
from vibration signals. Ogaili et  al. [7] showcased this synergy with significant 
improvements in classification accuracy, especially for subtle or early-stage faults.

Though alternative machine learning techniques, including support vector 
machines (SVMs) and neural networks have also been extensively investigated, 
these approaches also have limited capacity. Guo et  al. [8] combined sound and 
vibration features with the support vector machine (SVM) model to obtain classifi-
cation results. However, with large datasets, SVMs can be computationally expen-
sive and may not be practical in real-time industrial applications. Similarly, even 
though deep learning models can achieve high accuracy, they usually require large 
datasets and computational resources, and thus are not a feasible option for many 
industrial use cases. These shortcomings illustrate the practical benefits of XGBoost, 
which achieves a good trade-off among high predictive performance and the feasi-
bility to implement and operate in the real-world. Vives [9] also demonstrated the 
potential of ML-based vibration analysis in wind turbines, supporting the broader 
applicability of such techniques.

2.3 � Artificial Intelligence in Industrial Digitalization

Artificial intelligence (AI) has become a driving force of the digitalization of indus-
trial maintenance failure detection and predictive maintenance. AI can analyze key 
patterns in vast datasets to predict faults at an early stage, which is an area that 
conventional methods fail to work on. For example, the combination of machine 
learning algorithms like XGBoost and well-outlined signal processing techniques 
based on wavelets has proved to be a powerful method for providing accurate pre-
dictive maintenance evaluation results.

AI-Driven Predictive Maintenance of Industrial Gearboxes
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2.4 � Wavelet Transforms for Feature Extraction

The wavelet transform is a powerful mathematical tool widely used for non-
stationary signal analysis (rotation machinery signals) since it is capable of analyz-
ing the signal on the time and frequency levels at the same time. This allows them 
to be particularly useful for detecting transient characteristics and slight anomalies 
in vibrations signals that reflect initial faults. In contrast to Fourier transforms, 
which do not possess time localization, wavelet transforms provide the means to 
decompose signals into scale and translation invariant components, providing the 
ability to detect complex signal patterns. For example, Continuous Wavelet 
Transform (CWT) improves fault detection capabilities by focusing on specific 
variations in the nature of signals, which is essential for detecting faults during their 
early stage.

Recent extension of feature extraction to the time-frequency domain with wave-
let transforms has shown particular success in industrial applications. In particular, 
Toma and Kim [10] show that when combined with ensemble learning models, 
discrete wavelet transforms (DWT) improve fault diagnosis accuracy for induction 
motors. In the same vein, wavelet-based feature extraction outperforms traditional 
time-domain methods by a significant margin in the detection of subtle, transient 
anomalies, Das and Bagci Das [11] demonstrating this feature in their study.

2.5 � XGBoost in Fault Detection

Machine learning algorithms, such as Extreme Gradient Boosting (XGBoost) have 
become essential tools in the detection of industrial faults due to their remarkable 
performance and versatility. Focused on, an ensemble algorithm based on decision 
trees called XGBoost poses significant advantages over other machine learning 
methods. Especially handling the structural, tabular data that is typical of industrial 
settings. Its capacity to efficiently handle the imbalanced datasets of predictive 
maintenance scenarios—which are so common—makes it particularly valuable.

One of the key advantages of XGBoost is its interpretability. As opposed to more 
complex models like deep neural networks, XGBoost allows practitioners to easily 
understand decision-making reasoning within the model thanks to transparent tree 
structures. This interpretability is especially important in industrial applications 
where trust and explainability justify routine decisions or maintenance strategies.

Moreover, XGBoost’s performance is inherently robust even with noisy and 
incomplete real-world data, effectively capturing non-linear relationships and subtle 
fault signatures. We should be particularly careful with interpreting statistical results 
that suggest something contrary to common sense. It is observed that XGBoost is 
better than the shallow learning methods in extracting features, and it outperforms 
the deep learning approach. Such patterns are hard to understand without sufficient 
domain knowledge; deep learning model fitting as we know makes no sense because 
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any combination of parameters can pass as an interpretation. Wang et al. [5] high-
lighted XGBoost’s superior capability in analyzing vibration data from wind turbine 
gearboxes, showcasing its adaptability and predictive strength for detecting faults 
early and reliably.

Integrating XGBoost with advanced signal processing techniques, particularly 
Continuous Wavelet Transform (CWT), further enhances its effectiveness. This 
combination of methods enables XGBoost to exploit rich, detailed time-frequency 
features obtained from vibration signals, tremendously boosting fault classification 
accuracy. Ogaili et al. [7] verified the benefits resulting from this synergy, achieving 
superior classification performance even in complicated and changing operational 
environments.

XGBoost, as compared to alternative methods such as Support Vector Machines 
(SVMs), neural networks, even LightGBM, stands out for its optimal blend of com-
putational efficiency, accuracy, interpretability, and practical applicability. For 
instance, Tang et  al. [12] proposed an enhanced LightGBM-based approach for 
online gearbox fault detection in wind turbines, demonstrating good results in real-
time scenarios. However, XGBoost has consistently shown superior generalization 
performance and robustness when handling noisy, imbalanced industrial datasets—
making it a particularly reliable choice for real-world deployment in predictive 
maintenance systems.

2.6 � Broader Industrial Impact

While the impact of AI-powered solutions such as wavelet-XGBoost could scale 
beyond an individual machine diagnostic, and their applications are relevant for 
both industrial and sustainability perspectives, it is clear that AI applications can 
scale much further than simple burning of machinery. These innovations resonate 
with current industrial policy trends that are focused on digital sovereignty, sustain-
ability, and technological self-sufficiency. AI-powered predictive maintenance 
frameworks maximize resource use and minimize energy use; core drivers to 
improve operational efficiency while meeting requirements for sustainable manu-
facturing and ESG compliance.

By forming alternate systems to network equipment in a manner, industries can 
minimize energy wastage, thereby reducing their carbon footprint. Moreover, 
extending the operational lifetimes of hardware helps to use resources more sustain-
ably, in line with planetary sustainability goals.

In addition, these improvements support Industry 4.0 directly, creating intercon-
nected and responsive operational systems. Predictive maintenance within the 
Industrial Internet of Things (IIoT) infrastructures improves the ability to continu-
ously monitor conditions in real time and to decide when to act automatically. End-
to-end systems not only improve fault detection, but also strengthen operational 
resilience and competitive advantage in ever more digitized industrial landscapes.
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Thus, the use of AI tools such as XGBoost and wavelet transforms transform 
predictive maintenance while maintaining technical solvability and strategic 
demands for sustainability as well as digitalization in industry—these factors make 
it supportive and maintainable.

2.7 � Hybrid Models in Predictive Maintenance

Hybrid models combining signal processing techniques and machine learning algo-
rithms for enhanced fault detection. Such models leverage from both methodologies 
by allowing for important features to be extracted in a high dimensional domain 
representation, leading to better classification rates. Aburakhia et al. [13] proposed 
a hybrid model for rolling bearing fault diagnosis by integrating wavelet decompo-
sition and neural networks to provide low delay for the system. Although effective, 
the high computational needs of neural networks can still be a challenge for real-
time hardware applications.

In our previous work (see, [2]), we explored a hybrid deep learning approach that 
combines time-frequency features with neural networks to enhance fault detection 
in wind turbine gearboxes, demonstrating the potential of such methods for improv-
ing early fault sensitivity and system reliability.

On the other hand, XGBoost provides a practical solution thanks to its speed and 
performance. Zhang et al. [14] used a deep graph convolutional network to diagnose 
gearbox faults, finding the accuracy of their approach to be high, but offering no 
practical suggestions for the implementation in industrial settings due to the compu-
tation intensive nature of their work. This study also emphasizes the importance of 
balancing model complexity with real-time operational needs, a balance achieved 
by gradient-boosting methods (XGBoost). The most recent works on this subject by 
Chen et al. [15] have used XGBoost to perform fault detection with vibration sig-
nals which have shown high accuracy, nevertheless they fail to take advantage of the 
time-frequency domain analysis techniques such as wavelet transformation. 
Apeiranthitis et al. [16] further explored CNN-based models for rotating parts, rein-
forcing their role in predictive maintenance.

2.8 � Addressing Data Imbalance in Fault Detection

Data imbalance is a common challenge in fault detection, as drive normal opera-
tional states often far outweighs drivers’ faulty states in the dataset. This class 
imbalance can result in biased models that overfit the majority class, and affect fault 
detection accuracy negatively. To tackle this problem, Synthetic Minority 
Oversampling Technique (SMOTE) is widely used to create additional samples of 
the minority class. Tang et al. [17] proved that employing SMOTE together with 
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LightGBM enhanced wind turbine gearbox fault detection by equalizing class 
distributions.

In this study, SMOTE is applied on the wavelet transformed dataset prior to the 
XGBoost model training. This guarantees the classifier remains sensitive to such 
rare fault cases, especially in the crack state in gearboxes [18]. Using SMOTE with 
Bayesian hyperparameter optimization also makes it possible to finetune the model 
so that a balance is maintained between sensitivity to fault detection and overall 
classification results [19].

2.9 � Research Gap and Contribution

Although machine learning approaches and wavelet transformation techniques have 
independently made significant progress in the field of fault detection, there is lim-
ited research that combines these approaches through the use of ensemble models 
such as XGBoost. Integrated use of XGBoost and wavelet-based feature extraction 
has not been extensively studied either for complex fault detection tasks, whereas 
previous work has independently confirmed the validity of each approach. Thus, the 
innovative contribution of this study is the implementation of a hybrid approach for 
gearbox fault detection by integrating CWT with XGBoost.

This fused model is believed to improve fault detection capability, in particular, 
for earlier faults, while ensuring high level of performance without relying on the 
heavy computation overheads of typical deep learning models. The proposed model 
is applied to imbalanced datasets which are common in fault detection applications 
by applying SMOTE and Bayesian optimization methods, so it is ultimately much 
more suitable to industrial applications in real time.

To summarize, this work adds to the literature in the following ways:

	1.	 Demonstrating the efficacy of CWT in extracting fault-relevant features from 
gearbox vibration signals.

	2.	 Validating the application of XGBoost as a classifier optimized for high sensitiv-
ity in detecting multiple gearbox fault states.

	3.	 Addressing class imbalance through SMOTE and improving model generaliz-
ability via Bayesian optimization.

This literature review highlighted the significance of an integrated wavelet-XGBoost 
framework in predictive maintenance, providing a necessary base for the methodol-
ogy and findings addressed in the paper.
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3 � Methods and Analysis

3.1 � Dataset Description

In this paper, synthetic vibration data was collected in controlled laboratory envi-
ronments to simulate real-world operating conditions and evaluated. Fiber-Optic 
sensors that use Fiber Bragg Grating (FBG) technology were used for precise col-
lection of high-quality vibration data. As a result, these sensors excel for vibration 
monitoring thanks to their high sensitivity, excellent resolution and immunity to 
electromagnetic interference, making them especially well-suited for harsh indus-
trial environments.

The signals collected belong to two major conditions: normal (healthy) and 
faulty (gear with a crack). The sampling frequency of each vibration signal was 
50 Hz and it was 60 Hz, which can ensure capturing the key time-series features of 
the condition of the gear-box.

The dataset includes these specific columns:

•	 Vibration_Normal_50Hz_Stage_I: Vibration data representing normal operating 
conditions, recorded at 50 Hz.

•	 Vibration_Cracked_50Hz_Stage_I: Vibration data from gearboxes with known 
cracked gear faults, recorded at 50 Hz.

•	 Vibration_Normal_60Hz_Stage_I: Normal operating condition data recorded 
at 60 Hz.

•	 Vibration_Cracked_60Hz_Stage_I: Cracked gear fault condition data recorded 
at 60 Hz.

The dataset consists of thousands of vibration cycles, which ensures enough train-
ing data for robust training and reliable validation of the model. In particular, 
although real normal condition data was obtained with Fiber-Optic sensors, syn-
thetic data was also generated to complement the training dataset with realistic 
variations as explained in our former paper named “Generating synthetic vibration 
data for a gearbox in a wind turbine” [1]. This method provided a balanced and 
diverse dataset, improving the model’s performance in accurately identifying min-
ute variances between normal and faulty gears.

3.2 � Data Preprocessing

Before we extract any feature from the raw vibration signals, we do some prepro-
cessing of the signals (cleaning and standardizing the data) to ensure accurate and 
reliable fault detection; this is one of the most important steps in the whole process. 
First, each vibration signal is normalized, i.e., the data for each vibration signal has 
a zero mean and unit variance. It normalizes various signals which allows to make 
a fair comparison over vibration features across different operational states.
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We then low-pass the signal to remove undesired high frequency noise. Now, we 
are left with only the parts of the vibration data that are useful in the detection of 
gearbox faults. And for your information, good noise reduction improves the aquos-
ity for the next post-processing.

These steps are for pre-processing of data which is returned as a matrix. The 
matrix contains several rows (representing distinct observations of a vibration cycle) 
and columns (representing different signal points over the course of the time). This 
format helps to make it easier for the following process based on wavelets to extract 
useful features.

Table 1 summarizes some characteristics of our dataset and provides a brief 
description of the signal processing (noting data class distribution, sample size, and 
other the most important parameters):

Here we used synthetic data generated with methods explained in our previous 
publication [1], to complement real collected data with Fiber-Optic (FBG) sensors. 
The dataset, structured and augmented, lays an excellent base for sound, reliable 
fault detection.

3.3 � Wavelet Transformation for Feature Extraction

Detection of anomalous vibration signatures is an important part of ensuring the 
reliability of machinery and determining the most effective method of obtaining 
transient and steady-state features. The conventional frequency-domain approaches 
such as Fast Fourier Transform (FFT) have shortcomings, especially in recognizing 
ephemeral anomalies which may act as vital signs of incipient faults. The Continuous 
Wavelet Transform (CWT) was chosen for this purpose, being the best in recording 
the time and frequency of non-stationary signals.

CWT in its basic form is just performing a signal sweep using the wavelets of 
increasing scale (frequency resolution) and position (time localization). 
Mathematically this can be expressed as:

	
W a b x t

t b

a
dt,

	

Table 1  Dataset 
characteristics and 
preprocessing details

Parameter Description

Total samples Approximately 4000
Class distribution Balanced (normal vs. faulty)
Sampling rates 50 Hz, 60 Hz
Signal duration per 
cycle

Consistent intervals

Data augmentation Synthetic data generation (see 
previous work)
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where x(t) represents the original vibration signal as a function of time t (measured 
in s); ψ∗ denotes the complex conjugate of the mother wavelet function, which 
serves as a localized time-frequency basis; a is the scale parameter that controls the 
frequency resolution. A larger a corresponds to a lower frequency (wider wavelet), 
while a smaller a corresponds to a higher frequency (narrower wavelet). The scale 
is unitless but is linked to frequency through the wavelet function. b is the transla-
tion parameter, which determines the time localization of the wavelet function 
(measured in s). It shifts the wavelet function along the time axis to analyze differ-
ent time instances of the signal. W(a, b) represents the wavelet coefficient, which 
indicates the correlation between the signal and the scaled and translated wavelet at 
a given scale a and position b.

In this research, the selection of the db4 wavelet was intentional as the mother 
wavelet. The reason for this selection is not random. db4 faults are well-known to 
catch abrupt discontinuities indicating mechanical functions, which are original sig-
nals [10]. By being compact-support it ensures that we capture events that are sig-
nificant without getting superimposed over the signal and being smooth by definition 
helps us reliably extract meaningful features. While alternative wavelets (Haar, 
Morlet, etc.) were explored, preliminary results indicated that db4 consistently 
showed higher sensitivity to transient gearbox faults.

The signal was decomposed in four different levels using db4. This is a compro-
mise—low enough decomposition to reveal a nuanced, high frequency fault, yet 
high enough not to tax computation. At each level of decomposition, sets of wavelet 
coefficients are produced reflecting specific frequency bands. Individual means for 
all coefficients at each level were obtained rather than dynamically analyzing each 
of their coefficients, enabling the extraction of key diagnostic information. 
Subsequently, to facilitate the analysis, we average these marks because even small 
variations and noise in signals can deliver strong extracted patterns.

Overall, the choice of utilizing CWT with the Daubechies db4 wavelet was not 
merely about technical convenience—this was a targeted strategy designed to reli-
ably capture the subtle characteristics of gearbox faults that other techniques often 
fail to detect, and the ensuing sections clearly showcase the advantages of this 
approach, highlighting the practical importance and application of wavelet trans-
forms in the field of predictive maintenance.

3.4 � Synthetic Minority Oversampling Technique (SMOTE)

Since, in the dataset, the number of normal states is significantly more than the 
faulty (cracked) state, SMOTE was used to create a synthetic sample of minority 
class. A new method of generating data from minority samples is implemented here 
by generating samples of minority samples based directly on the k-nearest neigh-
bors of the minority samples, thus making the classifier more sensitive to fault con-
ditions. SMOTE works to counter model bias against the majority class and improve 
fault detection accuracy.
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3.5 � XGBoost Model for Classification

For the classification task, we chose Extreme Gradient Boosting (XGBoost), pri-
marily due to its excellent performance with structured data, interpretability, and 
strong track record in predictive maintenance scenarios [13]. While several methods 
could have been suitable—such as LightGBM or neural networks—we specifically 
opted for XGBoost for a few critical reasons.

Firstly, XGBoost’s ensemble architecture, where multiple decision trees are built 
sequentially, each aiming to minimize errors of preceding trees, provides a robust 
mechanism for capturing complex, nonlinear relationships in the data. This is par-
ticularly valuable for detecting subtle faults, which might not have straightforward, 
linear signatures. The objective function of XGBoost encapsulates this approach 
mathematically:

	 i
i i

k
kl y y f,ˆ

	

where yi is the true label of the ith sample (typically binary or categorical for clas-
sification problems), and ŷi  is the predicted label from the model. The function 
l y yi i,ˆ  represents the loss function, which quantifies the error between the pre-
dicted and actual values. Common choices include logarithmic loss for classifica-
tion or squared error for regression, measured in dimensionless units.

The term Ω(fk) is the regularization function, which penalizes model complexity 
to prevent overfitting. It typically depends on parameters like the number of trees, 
leaf weights, and split penalties, all of which influence the generalization ability of 
the model. The hyperparameters controlling regularization, such as L1 and L2 pen-
alties, are typically measured in arbitrary units that depend on dataset 
normalization.

It’s worth noting that we considered alternative models like LightGBM and neu-
ral networks. LightGBM offers slightly faster training speeds due to its histogram-
based decision tree algorithm, but preliminary evaluations indicated XGBoost 
provided better classification accuracy, particularly for our imbalanced dataset. On 
the other hand, neural networks—especially deep learning architectures—could 
potentially capture very complex patterns but at the cost of significantly increased 
training time and resource consumption. In practical terms, neural networks required 
roughly three to four times the training duration of XGBoost for similar or only 
slightly improved results.

Additionally, XGBoost inherently handles imbalanced data more effectively 
through built-in mechanisms like weighting and regularization strategies, an advan-
tage critical to fault detection where normal states frequently outnumber fault con-
ditions. Computational efficiency was also a decisive factor. Our initial tests showed 
that XGBoost could reliably train on our dataset within minutes (typically 10–15 min 
for full hyperparameter tuning), whereas comparable neural network approaches 
took substantially longer (up to 40–50 min per training cycle).
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Therefore, XGBoost emerged as the optimal choice, providing a balance of high 
accuracy, interpretability, efficient computation, and effective management of class 
imbalance, making it particularly suitable for practical industrial predictive mainte-
nance applications.

3.6 � Hyperparameter Optimization

To achieve optimal model performance, Bayesian optimization is employed to fine-
tune the XGBoost hyperparameters. Key parameters optimized include the learning 
rate, which controls the contribution of each new tree to the ensemble—lower val-
ues generally improve accuracy but require more trees. The max depth parameter 
determines the maximum depth of each tree, influencing model complexity. The 
subsample ratio defines the fraction of samples used to train each tree, balancing 
accuracy and computational efficiency. Finally, the number of estimators sets the 
total number of trees in the model.

3.7 � Performance Evaluation Metrics

To assess model effectiveness, several performance metrics are calculated. Accuracy 
measures the overall correctness of classification between normal and faulty states. 
Precision reflects the proportion of correctly identified fault cases, while recall indi-
cates the proportion of actual faults detected by the model. The F1 score, a harmonic 
mean of precision and recall, represents a balance between false positives and false 
negatives. Additionally, the area under the ROC curve (AUC) provides an aggregate 
measure of model performance across all classification thresholds, capturing both 
sensitivity and specificity. A confusion matrix and ROC curve are generated to visu-
ally inspect classification performance across different fault types, ensuring a com-
prehensive evaluation of the model’s fault detection capabilities.

3.8 � Implementation Details

The solution was implemented in Python, using widely-used machine learning 
libraries, such as scikit-learn and XGBoost, for the data cleaning task. The wavelet 
transformation was performed using PyWavelets and the implementation of the 
SMOTE algorithm (to tackle data imbalance. The model was trained and evaluated 
on the high performance computing system (Intel Core i9 with 32GB of RAM) to 
process high-dimensional, wavelet-transformed dataset.

It is important to clarify that Fig. 2 presents a confusion matrix with approxi-
mately 100 examples for simplicity, whereas the actual training dataset contained 
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Fig. 2  Confusion matrix for fault classification

around 4000 samples. This dataset size was intentionally chosen to ensure sufficient 
diversity and volume for robust and reliable fault classification. However, since the 
data was generated under controlled laboratory conditions using synthetic inputs, 
validating the model with more diverse real-world operational data would further 
enhance its generalizability.

The entire implementation consisting of data preprocessing, feature extraction 
and model training scripts are publicly available at a public repository to promote 
reproducibility and enhance the opportunity for further development and validation 
by the research community.

4 � Results

4.1 � Classification Accuracy

The overall classification accuracy of the proposed model was 94.49%, which dem-
onstrates its ability in distinguishing gearboxes in normal and cracked states. One 
disadvantage of accuracy, however, is that it does not consider the imbalance in the 
dataset, which can result in biased evaluation. Nevertheless, additional evaluation 
metrics are investigated to affirm the strength of the model.
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4.2 � Confusion Matrix

It shows a representation of correct and incorrect predictions i.e., the confusion 
matrix represented in Fig. 2. The values along the diagonal are high which indicates 
that normal and cracked states are well classified despite some outliers. This shows 
that the model is capable of fault identification even when a faulty class has a subtle 
condition.

4.3 � Precision, Recall, and F1-Score

Precision, recall, and F1-score metrics are computed to further assess the perfor-
mance of the models. Precision is the ratio of the number of correctly identified 
faulty cases to the total number of faulty cases predicted, and recall is the ratio of 
the number of actual faulty cases detected by the model to the actual number of 
faulty cases. These metrics per-class are summarized in Table 2.

The normal class has high precision, meaning that fewer false negatives are pres-
ent, and the cracked class has high recall, meaning that most true-faults are detected. 
The F1-score is a harmonic mean of precision and recall, achieving a score of 0.95, 
indicating balanced model performance in regards to fault detection.

4.4 � Receiver Operating Characteristic (ROC) Curve

The Receiver Operating Characteristic (ROC) curve, illustrated in Fig. 3, presents a 
visual assessment of the model’s discriminative power for normal versus faulty 
instances, evaluated at various classification thresholds. The area under the ROC 
curve (AUC) is calculated as 0.97 whose result presents the model’s high degree of 
separability as well as the predictive accuracy for the overall model.

The high AUC score demonstrates the model’s accuracy and effectiveness in 
distinguishing between normal and cracked data, even against a potentially weak 
fault signal or noisy environment.

Table 2  Confusion matrix for fault classification

Class Precision Recall F1-Score

Normal 1.00 0.93 0.97
Cracked 0.76 1.00 0.86
Weighted Avg. 0.96 0.94 0.95
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Fig. 3  ROC curve with AUC = 0.97

4.5 � Precision-Recall Curve

As shown in Fig. 4, the precision-recall curve reflects the precision-recall trade-off 
at different thresholds used to define cracking as the detecting state. This indicates 
that the model is able to maintain high precision and recall across a wide range of 
thresholds, thus reinforcing that the model is a reliable classifier of the gear-box 
states under varying conditions.

The Precision-Recall (PR) curve illustrates that the system maintains a stable 
performance concerning the False Positive Rate (FPR) and False Negative Rate 
(FNR), which is of utmost importance when implementing real-time predictive 
maintenance applications.

4.6 � Learning Curve

The learning curve, shown in Fig. 5, presents the model’s performance as a function 
of the training data size, demonstrating the model’s scalability. The accuracy pla-
teaus as the training set grows, indicating that the model has achieved optimal per-
formance without overfitting.
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Fig. 4  Precision-recall curve for cracked gearbox detection

Fig. 5  Learning curve showing model scalability
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The experience of successful handling of large datasets also confirms that the 
model is indeed able to process more extensive datasets that are common to indus-
trial applications and can differ in cardinality by an order of magnitude.

4.7 � Model Comparison

To validate the performance of the XGBoost classifier with wavelet-transformed 
features, a comparison was conducted with traditional classifiers, including Support 
Vector Machine (SVM) and Random Forest (RF). Table 3 summarizes the accuracy 
results for each model.

The XGBoost model outperformed both Random Forest and SVM, highlighting 
its suitability for fault detection in gearboxes when combined with wavelet-
transformed features [14]. This result underscores the importance of feature selec-
tion and model choice for achieving high fault detection accuracy.

4.8 � Interpretation of Results

Experimental results only collected the raw signal from the demo system, showing 
that wavelet-XGBoost framework has the highest accuracy, recall and precision for 
distinguishing between normal and faulty states. A robust and reliable model with 
these performance metrics is vital in scenarios where proactive fault detection can 
minimize system downtime and save costs. Wavelet transform is used to capture 
transient fault feature information that could easily be lost through time-domain or 
frequency-domain analysis.

Hence, when experimenting with leading techniques of classification, the origi-
nal data and features yield the best results possible, with respect to other classifiers, 
with XGBoost performing superbly with the feature extraction from wavelets, 
resulting in a powered approach to real-time predictive maintenance for mass indus-
try capabilities.

Table 3  Confusion matrix 
for fault classification

Model Accuracy (%)

XGBoost 94.49
Random forest 88.31
SVM 85.72
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5 � Discussion

5.1 � Implications for Predictive Maintenance

The goal of predictive maintenance is to identify and correct faults before they 
cause equipment failure, improving operational efficiency and lowering costs [17]. 
Then, the wavelet-XGBoost model satisfies these objectives together to offer a reli-
able frame for early fault diagnosis. The high recall in the craked state shows that 
the model correctly covers a wider variety of fault signatures so that the probability 
of missed detection is lower [15]. This is particularly important in industrial con-
texts, where losses from equipment failures can be extremely costly.

The use of wavelet transformation in this study addresses a key challenge in 
predictive maintenance: the detection of transient faults. Gearbox vibration signals 
are characterized by high complexity and contain fault signatures buried in the non-
stationary signal components. Traditional frequency-domain analyses can miss 
these momentary characteristics, while time-frequency decomposition using con-
tinuous wavelet transform (CWT) can reconstruct the stationary and transient char-
acteristics of the signal. Consequently, the wavelet-XGBoost approach is especially 
useful in real-time implementations in industrial contexts, which require a model 
capable of responding to changing fault signatures [17].

5.2 � Advantages over Traditional Approaches

The results demonstrated that the developed model outperformed traditional meth-
ods like SVM or RF in classifying the gearbox health status, indicating that it was 
better adapted to the complexity of the vibration data. Conventional approaches, 
however, suit simpler classification tasks but lack sufficient adaptability to capture 
non-linear and time-variant characteristics of the vibration data [13]. Additionally, 
SVMs and RF are extremely sensitive to an imbalance in data, a typical problem in 
fault detection, where faulty states are often the minority state.

But unlike other algorithms, XGBoost is quite robust against such class imbal-
ances, especially when combined with Synthetic Minority Oversampling Technique 
(SMOTE) [14]. The findings shown in Sect. 4 validate that the wavelet-XGBoost 
model outperforms other models, SVM and RF, in all measurements: accuracy, pre-
cision, and recall, suggesting that the wavelet-XGBoost is a dominant model in the 
gearbox fault detection. Moreover, the fine-tuning of hyperparameters in XGBoost 
using Bayesian optimization maximizes the model performance by achieving opti-
mal sensitivity and accuracy.
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5.3 � Limitations

Although the proposed model achieves favorable performance, it has several cave-
ats. The model has been tested in conditions of only binary fault states: normal and 
cracked ones. The relatively narrow scope of fault classification limits the usability 
of the model to make predictions in diverse and more realistic practical situations in 
which multiple fault types like wear, misalignment and eccentricity arise at the 
same time. In order to extend the style to other types of faults, we will need more 
data and possibly more complex classification algorithms, which will also increase 
computational requirements.

Another limitation is dependence on laboratory controlled data. While this data-
set does simulate real world operating conditions, they do not capture what opera-
tional environments behave like, where factors such as temperature, load variation, 
or operational wear may introduce extra noise. For enhanced generalizability, future 
work could validate the model on genuine datasets obtained from gearboxes in-field.

Finally, even though the XGBoost model can be lighter than a deep-learning 
model in the same situation, it still demands a large number of computation resources 
when it gets to the training and optimization stage. In the case of real-time models 
where latency matters a lot, some optimizations will be required to run the model 
efficiently on the related industrial IoT (IIoT) devices.

5.4 � Future Research Directions

The limitations of the proposed model already present several research opportuni-
ties for future works. The model can be improved by adding more complexity to 
detect different failure types like bearing wear, gear pitting, and misalignment that 
would make it more versatile for industrial use. The existing methods of multi-class 
classification, together with fault-specific feature extraction methods could also 
allow the model to recognize different fault modes with comparable success.

Moreover, embedding the wavelet-XGBoost model in an industrial IoT based 
system is an interesting approach to be investigated in order for real-time continu-
ous health monitoring and fault detection for the purpose of predictive maintenance. 
Such integration would make possible an automated data collection, processing, 
and analysis and be able to react quickly in the case of detected faults. What is more, 
the predictive maintenance systems are implemented on the cloud to process the 
data and update the models with a central common approach capable of ensuring the 
system adapts according to the operational environment.

We have also seen interest in hybrid approaches that integrate XGBoost with 
deep learning techniques. For example, this architecture would allow XGBoost to 
combine both manually extracted wavelet features with automatically extracted fea-
tures with a Convolutional Neural Network (CNN) model applied on raw vibration 
signals. This hybrid approach can also improve the sensitivity of the model to the 
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complex fault patterns without affecting the computational size of the overall 
model [20].

Finally, addressing the issue of data imbalance through advanced resampling 
techniques, such as Adaptive Synthetic (ADASYN) sampling, could further refine 
the model’s sensitivity to rare fault types. The ADASYN algorithm has an adaptive 
nature in determining sampling weights according to how challenging the learning 
process is, which should improve the capability of your model to recognize small 
but important fault signatures in underrepresented classes.

5.5 � Interpretation of Results

This study reveals that the proposed wavelet-XGBoost model serves an effective 
solution for predictive maintenance of industrial gearboxes. The high value of recall 
and precision scores indicates that the model minimizes both false negatives, mean-
ing it rarely fails to act on an actual fault, and false positives, as it does not raise 
false alarms [9]. The successful classification of normal and cracked states demon-
strates the potential of the model as an effective online monitoring tool, allowing 
operators to identify potential faults early and carry out appropriate maintenance 
on time.

Additionally, the AUC (area under the curve) value is significantly high (0.97), 
reflecting that the model performed well to separate both classes over multivariates, 
thus ensuring flexibility when applied under varying operational conditions. The 
learning curve also illustrates the scalability of the model since it handles large 
datasets without overfitting. The model can also be scaled to larger industrial datas-
ets, and subsequently deployed to production.

Overall, it offers a sound AI-based solution for gearbox fault detection, contrib-
uting to the growing body of research on digital transformation in the industrial 
maintenance space. Wavelet-XGBoost, as a framework is discussed with both high 
accuracy and addressing predictive maintenance predictions-based challenges like 
data imbalance and online learning. These results represent an opportunity of AI 
powered predictive maintenance systems enhancing operational reliability, mini-
mizing maintenance expenses, and aligning with Industry 4.0 objectives.

6 � Conclusion

This paper presents a new approach to the industrial gearbox predictive mainte-
nance based on a reliable and novel fault diagnosis, which is an integration of wave-
let transformation and XGBoost classification model resulting in a rich high-precision 
fault diagnostic method. The proposed method demonstrates effective identification 
of transient faults that are hugely missed by earlier methods by leveraging the sym-
metry of time-frequency characteristics captured through wavelet-transformed 
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features. Firm validation of the method’s performance can be evidenced through 
94.49% accuracy, alongside high precision and recall values, and an excellent AUC 
(0.97), indicating a considerable uplift against existing methodologies and a trust-
worthy mechanism to discriminate between normal and faulty operation.

The novelty and strength of this study lie not only in its accuracy but also in its 
practical relevance for industrial settings. Specifically, the framework’s integration 
of SMOTE for handling data imbalance and Bayesian optimization for hyperparam-
eter tuning addresses real-world challenges such as imbalanced datasets and noisy 
industrial environments. These improvements translate directly into reduced down-
time, more precise fault diagnosis, optimized maintenance schedules, and ultimately 
lower operational costs. By proactively identifying early-stage gearbox faults, 
industries can achieve significant reductions in maintenance-related disruptions, 
potentially lowering equipment downtime and associated costs by a consider-
able margin.

The results provide strong evidence to promote the Industry 4.0 goals at the orga-
nizational level, especially in materializing digitized, automated, and intelligent 
maintenance approaches. The wavelet-XGBoost model proposed in this paper can 
be easily incorporated in IIoT environments, allowing for continuous real-time 
monitoring, predictive analytics, and smart decisions. The integrated capabilities 
can improve operational resilience, enhance productivity, and promote sustainable 
manufacturing practices in keeping with ESG objectives.

Though the outcome of these studies are encouraging, a few hurdles still stand in 
our way. Industrial applications take place in a noisy environment where the condi-
tions, at least in part, have never been measured in the laboratory. Thus, the next key 
step would be to verify and optimize the model on a range of real-world datasets. 
Also, although the model performs well on crack detection, its generalization to 
more gearbox fault modes—like wear, misalignment, eccentricity and unexplored 
fault patterns—brings out novel research challenges and opportunities.

Hence, the next phase should be directed towards widening the diagnostic capa-
bilities of the model and experimenting with high-level hybrid models that tie-up 
the deep learning methods with XGBoost. Integration of this new method with the 
existing model could improve the model’s ability to interpret complex, high-
dimensional vibration data whilst remaining computationally efficient. In addition, 
extensive field tests and deployment into real industrial environments would yield 
insights into the framework adaptability and practical barriers that may arise.

Finally, this research contributes to the predictive maintenance knowledge by 
providing an advanced, data-driven algorithm that has the ability to reliably detect 
minor faults in the gearbox system. Computer vision is one of the cornerstones of 
Industry 4.0 and the IIoT, which can significantly enhance operational efficiency 
and minimize environmental footprints while facilitating the global objectives of 
digital transformation and sustainable manufacturing.
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Abstract  This article explores the synergistic integration of generative artificial 
intelligence (GAI) and autonomous digital agents (DAs) in modern logistics sys-
tems, an area of increasing strategic importance. By exploring the convergence of 
analytical sophistication and operational automation, the study shows how these 
technologies are redefining the management of resource flows in logistics orches-
tration, transportation optimization, and intelligent allocation of warehouse space, 
considering interdependencies from production networks to end-consumer delivery 
ecosystems. The research systematically explores GAI-DA applications in logistics 
service innovation and demonstrates its ability to enhance collaboration between 
organizations and adaptive decision-making in complex multi-stakeholder environ-
ments. Through a dual lens of theoretical exploration and empirical analysis, the 
article advances strategic imperatives for management by highlighting how these 
technologies catalyze value chain optimization, stakeholder engagement para-
digms, and interdisciplinary innovation at the intersection of corporate marketing, 
operational agility, and technological adoption. Joining the literature on AI-driven 
organizational transformation, this work goes beyond descriptive analysis by sug-
gesting a holistic business model realignment. It introduces a novel framework that 
conceptualizes GAI-DA implementations as interdependent systems that require 
synchronized evolution across four fundamental pillars: precision-engineered pro-
cesses, highly skilled people capital, strategic partner ecosystems, and purpose-
driven technological platforms (the 4Ps). The ‘four Ps’ framework is a comprehensive 
approach to GAI-DA implementation, emphasizing the importance of aligning pro-
cesses, people, partners, and purpose-driven technological architecture for success-
ful integration. The study concludes that successful implementation requires more 
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than just the integration of algorithms—it requires redesigning organizational struc-
tures to adapt to dynamic logistics ecosystems. As a pragmatic contribution, the 
work proposes actionable implementation guidelines for embedding GAI-DA solu-
tions into core logistics functions. These include protocols for data management in 
multi-agent environments, adaptive workflow redesign for human-AI collaboration, 
and metrics for evaluating performance improvement across the ecosystem. The 
research advances the scientific approach to smart logistics systems by linking theo-
retical insights with operational designs. It provides practitioners with a roadmap to 
exploit GAI-DA organizations at the forefront of innovation while meeting the 
effective, ethical, economic, and efficiency requirements in an era of hyper-con-
nected logistics.

Keywords  Logistics · Artificial intelligence · Digital agents · Industry 5.0

1 � Introduction

This study comprehensively introduces generative artificial intelligence (GAI) and 
digital agents (DA) to support logistics management and operations. As specialized 
software applications, digital agents are crucial in optimizing logistics tasks. They 
are essential in route optimization, inventory management, demand forecasting, and 
customer service. A DA can analyze historical data to predict future demand, opti-
mize inventory levels, and reduce carrying costs. DAs act as virtual assistants, per-
forming tasks that would otherwise require human intervention. By using advanced 
algorithms and data analytics, they automate processes, improve decision-making, 
and increase operational efficiency. This combination of analyzing and acting deliv-
ers robust solutions that can drive the digital transformation of logistics. The work 
applies these advanced AI algorithms to the entire logistics cycle, from planning to 
reverse logistics [1, 2].

We aim to provide a comprehensive and updated overview of the use of GAI and 
DA and a technical framework for their integrated application. Integrating artificial 
intelligence (AI) algorithms into the management and operation of logistics services 
is transforming the industry by increasing operational efficiency, reducing costs, 
and improving service delivery. The study examines the journey that has trans-
formed logistics from a complementary role to a strategic lever at the center of busi-
ness strategies. It then discusses the key characteristics of the integration of the 
transformative era, Logistics 5.0. Logistics 5.0 is not just a change but a profound 
transformation revolutionizing the industry. It is characterized by integrating 
advanced technologies such as AI, blockchain, the IoT, and Big Data into logistics, 
paving the way for a more efficient, effective, ethical, and economic future. This 
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transformative potential of Logistics 5.0 inspires optimism and a brighter future for 
the industry.

Industry 5.0 (I50) refers to the next phase of the Industrial Revolution, focusing 
on collaboration between humans and machines. It aims to personalize and human-
ize the production process using advanced technologies to enhance human capabili-
ties, promote sustainability, and create more resilient and human-centric industries. 
I50 forms the basis for collaboration between people, automation, and machines, 
emphasizing the inclusive nature of the industry’s future. There are four main fac-
tors to consider: improving the environment, collaboration with people, automation 
and machines, and resilience. As a transformative technology, AI can support all 
aspects of the design and operation of logistics management. This paper explores 
these components and how GAI and DA can help digitally in an integrated model-
ing approach [3]. GAI and DA are critical to Logistics 5.0, enabling highly dynamic 
and adaptable logistics. GAI can create optimized solutions in real-time, such as 
generating new delivery routes based on live data. At the same time, DAs automate 
complex decision-making processes, enabling seamless coordination and improved 
efficiency across the logistics ecosystem. They provide the logistics industry with 
more automation, optimization, and real-time adaptability, making the audience feel 
included and part of its future.

By combining theoretical insights with practical expertise, this research aims to 
significantly contribute to presenting an integrated architecture that will drive these 
AI algorithms forward and ultimately increase their potential to foster innovation 
and growth in logistics. This work combines innovative solutions with the best sup-
port from advanced AI algorithms for digital transformation.

2 � Literature Review

Literature often considers GAI and DA. GAI creates novel content, such as opti-
mized routes or predictive models, by learning patterns from existing data. DAs are 
software entities designed to autonomously perform specific tasks, such as manag-
ing inventory or coordinating deliveries based on predefined rules and learned 
behaviors. While GAI creates novel solutions, DAs execute and automate these 
solutions, often incorporating GAI results into their actions. Essentially, GAI cre-
ates, and DA acts. Research highlights the growing potential of GAI and DA in 
revolutionizing logistics. For example, GAI algorithms can optimize delivery routes 
by analyzing big data to find the most efficient routes. Organizations have already 
harnessed this potential and are using AI-powered systems to prioritize deliveries 
according to urgency and distance, resulting in faster delivery times and lower fuel 
consumption [4]. A study by Capgemini [4] has shown that DHL’s SmartTrucks, 
which use AI for route optimization, have reduced fuel consumption by up to 15% 
in pilot programs. GAI also enables predictive maintenance, where systems monitor 
vehicle performance data to predict maintenance needs, prevent breakdowns, and 
improve fleet reliability [5, 6]. A study by Volvo Trucks has demonstrated that using 
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AI-powered diagnostics to predict component failures reduces downtime by up to 
40%. The real-time tracking of deliveries made possible by AI provides customers 
with accurate delivery estimates and increases logistics transparency [7]. The poten-
tial of GAI and DA in logistics is promising and offers a brighter future for the 
industry, making the audience feel hopeful and excited about the future.

GAI is not meant to replace human operators but to empower them and increase 
their productivity. It can minimize fuel consumption, optimize work schedules, and 
automate routine tasks so that human operators can focus on complex problems. 
Studies show that GAI support can increase sales staff’s productivity by 20–30% [8, 
9]. For example, Salesforce’s Einstein AI platform has shown in case studies that 
automating sales tasks increases sales reps’ efficiency in several areas [8]. Big data 
analytics enable AI to deliver actionable insights, improve decision-making pro-
cesses, and adapt to market fluctuations [10]. This reassures that AI is not a threat, 
but a tool that can enhance human capabilities and enable systems to perform better.

Emerging GAI technologies promise to improve traditional logistics operations 
and significantly reduce environmental impact. These technologies offer more 
sophisticated routing solutions and automate complex decision-making processes 
[11]. The industry’s focus on sustainable practices drives the development of GAI 
solutions that optimize logistics while minimizing environmental impact. This is a 
hopeful sign for the industry’s future, as it shows that it is possible to use technology 
to improve efficiency while reducing the ecological footprint [12, 13]. Projects such 
as the Green Logistics initiatives, for example, are exploring AI-driven solutions for 
electric vehicle route planning and load optimization, which have the potential to 
reduce CO2 emissions significantly [12].

Integrating DA into logistics operations is not a new trend but a revolution in 
logistics management. These intelligent systems, powered by advanced algorithms 
and data analytics, automate processes, improve decision-making, and increase 
operational efficiency. DA in specialized software applications optimizes a range of 
logistics tasks, from route planning to inventory management, demand forecasting, 
and customer service [14]. By analyzing large amounts of data from multiple 
sources, these agents can predict demand patterns, identify inefficiencies, make 
informed decisions, and sometimes take direct actions that improve logistics perfor-
mance. For example, DA can process historical sales data and real-time information 
to recommend the most efficient delivery routes [14], reducing transportation costs 
and improving delivery times. For example, Amazon’s AI-driven logistics systems 
dynamically adjust delivery routes based on real-time data, resulting in significant 
cost savings and shorter delivery times [14]. This is the power of AI in revolution-
izing logistics management.

The literature emphasizes the crucial role of predictive analytics in DA algo-
rithms [15]. These systems use historical data to accurately forecast future demand, 
enabling organizations to maintain optimal inventory levels and mitigate the risk of 
stock-outs or overstocking. With better insight into inventory management, organi-
zations can better coordinate with partners and streamline procurement processes. 
For example, research from organizations such as Blue Yonder shows how their 
AI-powered demand forecasting tools have helped retailers reduce their inventory 
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costs by up to 20% and improve forecasting accuracy [15]. DA contributes signifi-
cantly to logistics sustainability by optimizing routes and load distribution, reduc-
ing fuel consumption, and minimizing transportation-associated carbon emissions. 
This approach aligns with the increasing importance of sustainable practices in 
logistics management [16].

GAI and DA offer numerous benefits, but there are also challenges with 
implementation and integration into existing systems [17]. Organizations address 
data quality issues, interoperability between different technologies, and the need 
for ongoing staff training. In addition, collecting and analyzing large data sets 
raises data privacy issues, and organizations should consider regulatory compli-
ance [18]. Integrating GAI solutions into existing logistics systems can be com-
plex and resource-intensive, and organizations ensure that their infrastructure 
can support new technologies without disrupting operations [19]. The skills gap 
in the workforce requires continuous education and training to enable users to 
utilize GAI tools effectively. Organizations need to develop the digital skills of 
their employees to maximize the benefits of GAI [20]. For example, McKinsey 
and the World Economic Forum studies indicate that significant retraining is 
required to close the gap between the current workforce and the requirements of 
AI-driven logistics [20].

3 � Methodology

This study proposes a structured framework for integrating generative artificial 
intelligence (GAI) and digital agents (DA) in logistics systems. The methodology 
uses a three-part analytical approach to comprehensively understand GAI and DA 
applications in logistics management and operational processes. Underlying this 
investigation are three interrelated components: (1) a systematic review of academic 
and industry literature to synthesize conceptual foundations and empirical findings, 
(2) structured consultations with cross-industry stakeholders that include academic 
researchers and logistics practitioners, and (3) the formulation of an integrative 
framework that addresses functional, technical, and normative dimensions to guide 
the strategic deployment of GAI and DA solutions.

The literature review establishes a theoretical foundation by examining different 
disciplinary perspectives and operational paradigms documented in academic 
research and industry case studies. Building on this foundation, a dialogic exchange 
with subject matter experts is conducted in semi-structured interviews to ensure 
alignment between conceptual models and practical implementation challenges. 
The resulting framework emphasizes four critical imperatives: optimizing opera-
tional effectiveness, improving process efficiency, ensuring economic viability, and 
adhering to ethical principles when implementing GAI-DA.  This multi-layered 
methodology advances scientific discourse and industrial practice by providing a 
robust framework for evaluating and implementing intelligent analytics systems in 
complex logistics ecosystems. The interviews were conducted with academics from 
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operations studies and managers who apply innovative methods in their areas of 
responsibility. The managers were selected from various international, national, or 
local logistics organizations (urban logistics). In parallel, students developed sev-
eral experimental works to validate the applicability of the proposed framework in 
actual cases in organizations. After identifying critical potential measures, the 
authors developed a final ground-breaking framework. This framework utilizes the 
components to support the essential solutions that comprise the design and opera-
tion of GAI and DA logistics support.

3.1 � Research Objectives

Given the current limitations of the existing literature on GAI and DA frameworks 
and their increasing importance, this work pursues two research objectives (ROs) to 
demonstrate the theoretical justification of the proposed framework:

•	 RO1: Define and validate an integrated functional framework and technical 
architecture for GAI and DA using practical use cases centered on supporting 
logistics applications, active chatbots, and intelligent routing.

•	 RO2: Comprehensively review, analyze, and clarify the features enabling GAI 
and DA implementation. Explore the transformative power of these AI algo-
rithms in sustainably reshaping organizations and discuss applications, chal-
lenges, and future opportunities related to adopting these AI algorithms in 
logistics management and operations.

4 � Transformation of Logistics: Logistics 5.0

The Council of Supply Chain Management Professionals defines logistics as the 
planning, execution, and control of the forward and reverse flow and storage of 
goods, services, and related information between points of origin and consumption 
to meet customer needs [21]. This function is the foundation of logistics operations. 
Over time, logistics has evolved from the mechanization of Industry 1.0 to the 
emerging I50. Logistics has continuously developed and integrated transformative 
technologies to address pressing social, political, and environmental issues. In line 
with I50, Logistics 5.0 uses AI as a transformative technology to support human-
centered, sustainable, and resilient activity. The role of AI in logistics is not just 
about mitigating risks, but also about inspiring a new era of innovation and efficiency.

The logistics market has changed profoundly, reshaping its competitive land-
scape and requirements [2]. The critical role underlying these changes is the tech-
nological innovation that enables this evolution. Initially, logistics strategies focused 
on cost minimization, often at the expense of quality and efficiency [22]. At the 
same time, modern logistics are increasingly interconnected and globalized, 
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exposing logistics to various operational, environmental, and geopolitical risks. 
Mitigating these risks has become paramount to organizations, advanced technolo-
gies, diversifying partnerships, and regionalizing production to increase resilience.

The emergence of I50 is the foundation of Logistics 5.0, which can integrate 
mature and emerging technologies such as GAI and DA. Logistics 5.0 emphasizes 
sustainability and resilience and aims to develop systems that transform operators 
and customers from cost factors into investments [23]. This human-centric approach 
reflects a broader trend to align logistics processes with behavioral and societal 
considerations.

5 � GAI and DAs

Different AI branches deal with other tasks and activities. This section is about GAI, 
a specialized subset of AI capable of generating various forms of data/texts and DAs 
to support Logistics 5.0.

5.1 � GAI

GAI refers to AI models that can generate new content, such as text, images, or 
music, by learning patterns from existing data [24]. AI programs are intelligent 
software programs designed to interact with users or other systems and perform 
tasks autonomously or in collaboration with humans [25]. GAI is a key technology 
that allows the development of more sophisticated and versatile DA.

Interest in using GAI in the logistics industry is growing [26–28]. Logistics orga-
nizations can significantly improve their management and operations by optimizing 
GAI and DA. One notable impact of GAI is its potential to increase logistics sys-
tems’ resilience, as requested by I50 [23]. By enabling vehicles to make informed 
routing decisions, GAI minimizes the impact of disruptions that can occur at any 
stage of the logistics process [29]. In logistics, GAI can optimize delivery routes by 
dynamically creating new, efficient paths based on real-time traffic and weather 
data. It also enables predictive maintenance by creating models anticipating equip-
ment failures, minimizing downtime, and improving fleet reliability. Finally, GAI 
can help predict demand better and thus optimize the use of resources.

5.2 � DAs

DAs (also known as agentic AI) in logistics are sophisticated systems designed to 
improve operational efficiency, decision-making, and responsiveness in logistics 
management (Fig. 1). There are five main types of DAs. This taxonomy of DAs 
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Fig. 1  DAs

Goal-Based Agents
(Planning)

Model-Based Agents
(Planning)

Simple-Reflex Agents
(Operations

Learning Agents
(Innovation)

Utility-Based Agents
(Administration)

Fig. 2  Agents categorized by the underlined technology

provides a sophisticated epistemological framework that describes the complexity, 
cognitive capabilities, and operational strategies of computer systems operating in 
multidimensional technological domains [30]. DA has evolved from simple rule-
based systems to sophisticated AI-driven entities. Initially, they performed simple, 
automated tasks. With advances in machine learning, they have gained the ability to 
learn, adapt, make complex decisions, and autonomously take the best actions. 
Combined with GAI, they can now create and execute solutions autonomously and 
are becoming increasingly intelligent and proactive in dynamic environments.

DA’s underlying technology also influences categorization (Fig. 2) [31]. Simple 
reflex agents react directly to immediate stimuli. Model-based reflex agents con-
sider the state of the environment before responding. Goal-based agents work 
towards specific goals. Utility-based agents evaluate actions based on risks and 
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rewards. Rule-based agents follow explicit rules. Learning agents adapt and improve 
through experience. Hybrid agents combine rule-based and learning approaches.

DAs can interact with their environment in different ways [32]. Autonomous 
agents work independently and make decisions without human intervention. 
Collaborative agents work together with human decision-makers and provide 
insights and recommendations.

The scope of a DA’s tasks can also be a classification criterion [33]. Micro-level 
agents focus on specific, granular tasks. Macro-level agents, on the other hand, 
manage the entire logistics holistically. Another decisive factor is the degree of 
intelligence that a DA exhibits. Reactive agents respond to immediate stimuli, while 
deliberative agents can use their advanced cognitive abilities to plan and develop 
strategies.

These classifications may evolve as technology advances, leading to more 
sophisticated and versatile DA.

6 � Framework of AI

GAI and DA can revolutionize logistics operations and management through 
sophisticated technological interventions that fundamentally change traditional 
logistics methods. These AI algorithms use advanced algorithms, machine learning 
techniques, and real-time data processing capabilities to optimize complex logistics 
processes in various business areas. The following sections illustrate how GAI and 
DA can act as intelligent intermediaries, enabling seamless logistics coordination 
along the SCOR components [34].

6.1 � Planning

In an increasingly competitive global logistics landscape, superior planning capa-
bilities are a key strategic differentiator to maintain market leadership. Organizations 
use AI-based systems to improve operational foresight through advanced demand 
forecasting, logistics orchestration, and inventory management optimization. GAI 
combined with machine learning architecture allows organizations to achieve 
unprecedented accuracy in predicting demand volumes through continuous, real-
time data assimilation.

The application of AI in strategic logistics planning occurs across several tech-
nological dimensions. Sophisticated predictive analytics engines process massive 
data sets of historical transaction patterns, consumer behavior metrics, seasonal 
fluctuations, and macroeconomic indicators to create probabilistic demand models. 
These smart systems forecast logistics demand, simulate potential disruptions, sug-
gest preventative contingency measures, and independently calibrate inventory 
parameters to minimize financial risk [35].
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In the complicated dynamics of modern logistics ecosystems, operational excel-
lence fundamentally depends on predictive planning mechanisms. GAI facilitates 
operational cohesion through the cross-functional alignment of procurement and 
production cycles, which is enabled by the ability to synthesize real-time market 
signals with enterprise resource data. By processing heterogeneous data streams—
from lead times to geopolitical risk factors—GAI systems generate prescriptive rec-
ommendations that enable proactive operational adjustments. This analytical 
capacity, combined with the technology’s ability to recognize non-linear relation-
ships within complex data sets, makes GAI a transformative force in logistics. It’s 
potential to derive innovative solutions from data aggregation from multiple sources 
and pattern recognition heralds a paradigm shift from reactive problem-solving to 
predictive, intelligence-driven logistics optimization—ultimately redefining com-
petition benchmarks through the synergistic integration of computing power and 
strategic foresight.

The planning module orchestrates logistics plans based on real-time data. In con-
trast, the DA executes the tasks derived from the insights.

6.2 � Logistics System Design

One area of interest for this framework concerns the design of logistics systems, a 
set of activities providing fertile ground for AI improvement and optimization [11]. 
GAI can often feed into the design process and help logistics managers make data-
driven decisions to ensure smooth and efficient logistics operations. GAI can help 
organizations find the best combination of partners, distributors, and operators, and 
optimize reverse logistics, among many other potential applications.

Regarding system design and optimization, GAI can revolutionize warehouse 
layout and design by simulating different configurations, considering product turn-
over rates, storage requirements, and picking patterns. By analyzing historical and 
real-time operational data, GAI can recommend the appropriate equipment and 
technology to improve efficiency and reduce costs. In addition, GAI can identify 
bottlenecks and inefficiencies in logistics processes such as order fulfillment and 
transportation and suggest process improvements to increase overall performance.

6.3 � Warehouse Management

Inventory management is critical in today’s competitive and complex business envi-
ronment [36]. It involves a mix of strategic and tactical decisions that influence the 
design of logistics systems and the functional design of individual facilities. 
Excellent warehouse management increases logistics efficiency. The integration of 
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GAI-driven applications and DA has proven groundbreaking, revolutionizing pro-
cesses from demand fulfillment to order fulfillment. Intelligent algorithms are cru-
cial in selecting optimal warehouse or distribution center locations and streamlining 
picking procedures, significantly improving logistics operations.

In inventory management and warehousing, GAI and DA offer significant 
opportunities to optimize operations and improve efficiency. By accurately predict-
ing demand, GAI minimizes stock-outs and reduces excess inventory, ensuring 
optimal stock levels. GAI and DA can automate warehouse tasks, including inven-
tory tracking, picking, and packing, improving accuracy and operational produc-
tivity. GAI’s analytical capabilities enable better use of warehouse space and 
recommend strategies that maximize storage capacity while minimizing associ-
ated costs.

GAI’s impact is particularly notable in picking, a traditionally labor-intensive 
process that accounts for a significant portion of warehouse operating costs. GAI 
optimizes product placement through real-time data analysis, considering demand 
patterns, product velocity, and warehouse layout. Frequently picked items are stra-
tegically placed in accessible locations, reducing travel time and increasing picker 
productivity. By grouping similar products in specific zones, GAI minimizes pick-
ing errors and ensures greater accuracy in order fulfillment. Seasonal fluctuations in 
demand are also considered, enabling proactive slotting strategies to optimize 
inventory placement throughout the year. A DA can automate the processes per-
formed in automated warehouses.

GAI algorithms generate efficient picking paths by analyzing product location 
and order quantity, minimizing walking distances, and maximizing productivity. 
GAI-supported, voice-guided systems provide real-time instructions to warehouse 
operators, reducing errors and streamlining operations. GAI-controlled robotic sys-
tems are increasingly used for repetitive or hazardous tasks, significantly improving 
safety and efficiency in warehouse environments.

GAI-controlled autonomous mobile robots (AMRs) navigate through warehouse 
spaces to move goods efficiently, reducing labor costs and increasing throughput. 
GAI also facilitates predictive maintenance by analyzing sensor data to detect 
potential equipment failures. By identifying risks early, warehouses can schedule 
timely repairs to minimize downtime and maintain business continuity.

Inventory management systems with GAI and DA offer remarkable improve-
ments in monitoring and decision-making. These systems automatically trigger pro-
curement processes to ensure stock availability while minimizing inventory costs. 
In manufacturing and retail, GAI’s predictive capabilities ensure an optimal balance 
between supply and demand, avoiding overstocks and stock-outs and increasing 
customer satisfaction through faster delivery times. A DA can autonomously 
place orders.

GAI can monitor and maintain stock conditions through advanced computer 
vision and intelligent sensors. Automated inspection tools provide real-time insight 
into parameters such as temperature, pressure, and vibration, allowing operators to 
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intervene immediately if anomalies are detected [37]. These systems continuously 
analyze machine conditions to detect patterns that indicate potential faults. This 
support enables operators to address problems before they escalate.

As GAI technologies evolve, inventory management and warehousing applica-
tions will also increase. From optimizing warehouse configurations and streamlin-
ing picking processes to improving predictive analytics and monitoring,

6.4 � Transportation

In the transport and logistics sector, GAI and DA can optimize delivery routes by 
considering traffic conditions, distances, and delivery times, reducing fuel con-
sumption, and minimizing delivery times [38]. GAI can optimize load planning to 
maximize vehicle capacity and reduce transportation costs. In addition, GAI can 
track shipments and disruptions in real-time, providing insight into the entire logis-
tics and enabling a proactive response and remediations to potential disruptions in 
real-time, giving insight into the whole logistics, enabling a proactive response to 
potential disruptions, and acting thanks to DA.

Route optimization is a critical aspect of transportation management because it 
largely determines the cost and performance of operations. The American 
Transportation Research Institute report provides valuable data that underscores the 
importance of route optimization [39]. According to the report, by implementing 
route optimization techniques using GAI, organizations can reduce fleet mileage by 
an average of 20%, reducing overall transportation costs by 10% to 30%. Route 
optimization has a noticeable impact on delivery speed, customer satisfaction, and 
sustainability, significantly reducing carbon dioxide emissions [40].

Automated guided vehicles (AGVs) are reliable transportation workhorses. They 
are used for intralogistics (e.g., within warehouses or factories) and external trans-
port [41]. AGVs rely heavily on GAI and DA for their functionality, including vari-
ous solutions for navigation and environmental interaction. These vehicles have 
route planning and optimization algorithms that function similarly to those men-
tioned in the previous sections.

Delivery drones can change the transportation sector, especially for last-mile 
deliveries. Depending on various factors, such as the quality of the service, the haz-
ardousness of the materials delivered, and the geographical location, the cost of the 
last mile ranges from 13% to 73% of total distribution costs [42]. This figure will 
likely increase in the coming years due to the global growth of e-commerce, increas-
ing customer expectations of delivery speed, and the costs of energy and fuels. This 
means that products must be delivered to underserved or remote areas where ground 
transportation is challenging. Transportation management is a critical area in which 
DA demonstrates its transformative capabilities. Advanced routing algorithms can 
optimize transport networks. They calculate and implement the most efficient 
routes, considering multiple variables such as fuel consumption, traffic patterns, 
delivery times, and environmental constraints.
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A key benefit of using DA in logistics is their ability to make autonomous deci-
sions. These agents can perform tasks without human intervention using predefined 
rules and algorithms, minimizing potential errors. This autonomy is particularly 
beneficial in scenarios where quick responses are required, such as rerouting ship-
ments in response to unexpected disruptions or changes in demand. DA can improve 
customer service by providing real-time updates and personalized support. This 
level of engagement increases customer satisfaction and fosters loyalty in an 
increasingly competitive market.

6.5 � Reporting and Analytics

In reporting and analysis, GAI can analyze large amounts of data to identify trends, 
patterns, and anomalies and provide valuable insights for decision-making [26]. 
GAI and DA can automate the creation of detailed reports on key performance indi-
cators (KPIs) such as delivery times, order accuracy, and inventory turnover. With 
GAI, logistics organizations can achieve new efficiency, agility, and sustainability 
levels. The application potential of GAI in logistics is enormous.

6.6 � Reverse Logistics

Reverse logistics is the “transportation of goods from their typical destination for 
recycling or proper disposal” [43]. Due to environmental concerns, organizations 
implement a reverse logistics system. GAI is a strong lever for achieving sustain-
ability goals [44]. Reverse logistics is divided into four phases: network design, 
collection, storage, and processing.

In reverse logistics, products must be processed safely and efficiently. This 
requirement means that the most suitable processing option must be selected from 
several ones, depending on factors such as the product’s condition and the materials. 
GAI can help decision-makers make recommendations based on quantitative and 
qualitative factors. GAI is used to analyze products and visually develop innovative 
disassembly processes. In this way, organizations can minimize idle time at each 
workstation and optimize the disassembly task by, for example, recovering more 
recyclable parts.

GAI and DA’s automation of the return process is a game-changer. It makes 
return labels, processes return, and issues refunds with unparalleled efficiency. This 
waste. Waste also saves time and resources, significantly minimizing environmental 
impact. The system’s ability to identify opportunities for product recovery, refur-
bishment, and recycling further contributes to sustainability, painting a promising 
picture of the future of logistics management.
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6.7 � Logistics Outsourcing

GAI and DA algorithms can introduce innovative pricing models for logistics out-
sourcing [13]. These solutions enable dynamic pricing strategies. GAI also stream-
lines logistics operations by automating repetitive tasks such as composing and 
translating messages between logistics partners, improving the clarity and efficiency 
of communication.

Regarding information management, GAI is not just a tool for operational effi-
ciency. It also plays a crucial role in enhancing customer relationship management 
and increasing the user-friendliness of logistics organizations’ websites for logistics 
partners. This dual functionality reassures GAI’s comprehensive benefits in logis-
tics management.

Risk management is a challenging application of GAI and DA in logistics. 
Computerized systems can continuously monitor economic indicators, geopolitical 
developments, and potential disruptions in logistics and create comprehensive risk 
assessment models. DA can provide predictive insights that enable organizations to 
develop robust contingency strategies and maintain operational resilience.

GAI can significantly improve the logistics operations of contract logistics pro-
viders by optimizing demand forecasting and inventory management. GAI and DA 
streamlines administrative tasks by automating document generation and providing 
intelligent insights into contract terms and regulatory compliance, allowing logis-
tics providers to focus on strategic initiatives.

7 � High-Level Technical Architecture

After analyzing various innovative technical solutions that can improve logistics 
organizations through digital technologies such as GAI and agents, DA, the study 
proposes the following architecture (Fig. 3).

The structure thus defined consists of seven elements: the logistical physical 
entity, the connections, the shared data book, the information and communication 
technology (ICT), the operational technology (OT), the virtual entity, and the AI 
algorithms: GAI and DA.

7.1 � Logistic Physical Entity

The framework analyzes an organization’s logistics chain from procurement to 
delivery using three logistics performance evaluation (LPE) functions recorded in 
the unified blockchain databases. This system provides a clear overview of logistics 
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Fig. 3  A technical architecture to optimize the logistic function using the described solutions

performance and covers inbound, outbound, and warehouse management. The LPE 
is the physical aspect of DT, with immutable, consistent, and easily retrievable data 
that improves logistics simulation and optimization. This approach helps to identify 
potential bottlenecks and problems in warehouse management, which is crucial for 
employee safety. A holistic view of LPE requires integrating data collection and 
analysis tools.

7.2 � Links

The connections in technical architecture are tools that convert information from 
physical and analog processes into digital data. This digital data is then recorded 
on the blockchain for the mutual exchange of information. The connections are 
crucial for the Logistics Performance Evaluation (LPE) process, which comprises 
various sub-phases, each affecting short- and long-term logistics outcomes, such 
as equipment failures or security issues. The results of these processes must be 
recorded in a blockchain register for predictive analysis. In addition, devices from 
the IIoT, including radio frequency identification (RFID) and sensor nodes, collect 
data to identify bottlenecks and support strategic decision-making within the 
organization.
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7.3 � Data Shared Ledger: DSL (Blockchain)

This DT logistics registration requires separate databases for each function, all con-
nected in a cloud environment for seamless communication. This integration 
increases the efficiency of information collection, analysis, and logistics planning 
and requires high interaction between logistics organizations. The reliability of the 
digital delivery log (DSL) depends on comprehensive data from procurement to 
distribution that enables accurate diagnostics and forecasting. Data protection, con-
sent mechanisms, and accessibility vary according to user needs and support effec-
tive inventory management and logistics planning.

7.4 � ICT

ICT applications refer to software and hardware solutions that facilitate digital stor-
age, retrieval, and sharing of information and improve communication and collabo-
ration across different platforms. These applications are beneficial and powerful for 
resource planning, email, cloud services, and data management systems. They influ-
ence the way individuals and organizations interact and work.

7.5 � OT

OT refers to hardware and software systems that connect, monitor, and control 
physical processes. These systems include monitoring and control systems such as 
Supervisory Control and Data Acquisition (SCADA) and Distributed Control 
Systems (DCS) that facilitate process automation and optimization. By integrating 
OT with ICT, organizations can increase operational efficiency, improve safety, and 
enable real-time data analytics for better decision-making.

7.6 � Virtual Entity (VE)

Virtual Entity (VE) is a central hub for various logistics tools and technologies. It 
uses the digital twin technology [45], a digital environment that closely mirrors the 
physical logistics assets and processes. This enables continuous control over busi-
ness processes. For example, it allows organizations to anticipate delivery delays 
due to external factors such as the weather or international conflicts. Implementing 
a VE is technically complex and requires time, expertise, and resources that may not 
be accessible to all organizations.
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7.7 � Da

The architecture of DA in logistics management includes several key components 
that increase its effectiveness in performing various tasks. The input module col-
lects and analyzes data from warehouse inventories, transportation data, delivery 
schedules, and real-time information from IIoT devices. These inputs form the basis 
for accurate insights and decisions. At the heart of the system is the ‘agent,’ a crucial 
component that acts as the system’s brain. The agent integrates advanced algo-
rithms, including a profiling module that defines its role (e.g., inventory manage-
ment), a memory module to store logistics data, and a knowledge module with 
databases and market trends for informed decisions.

7.8 � GAI

The GAI module comprises several essential components that enable convincing 
text and data generation. As a foundation, the data input layer collects extensive data 
sets, mainly from internal sources, including text, images, proprietary data, etc. This 
is complemented by the model architecture, which typically draws on deep learning 
frameworks such as transformer architectures to enable the understanding and gen-
eration of complex data patterns. The training mechanism uses unsupervised or 
semi-supervised learning and utilizes techniques such as self-supervised learning to 
improve model performance. The inference engine then processes the user input 
and generates an output based on the well-trained model. A feedback loop is critical 
as it continuously incorporates user feedback to refine and improve the model’s 
accuracy, improving the quality of the generated content. The deployment frame-
work facilitates scalability and accessibility, often through APIs and cloud-based 
services that enable real-time application of GAI in different contexts. People can 
interact with GAI via prompts. These are specific inputs or instructions given to the 
model to help it generate text, images, or other content.

8 � Results and Discussion

This work is a contribution to RO1. It defines and details the functional and techni-
cal architectural framework for using GAI and DA in logistics by explaining the 
main components, their interaction, and their essential characteristics. It also pro-
motes a standard view of the concept and the underlying terminology. The frame-
work covers all key components and integrates different solutions into a working 
framework. GAI and DA can significantly improve the organizations’ logistics 
management and operations. GAI optimizes logistics by creating dynamic routes 
and predictive maintenance schedules, resulting in measurable reductions in 
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delivery times and equipment downtime. DA agents automate inventory manage-
ment and customer communications, increasing efficiency and customer satisfac-
tion through real-time adjustments and personalized interactions, which is reflected 
in metrics such as reduced fuel consumption and increased on-time delivery.

This study advances RO2 by demonstrating the critical role of GAI and DA in 
organizations’ multidimensional strategic imperatives for organizations: opera-
tional effectiveness, environmental sustainability, process efficiency, economic 
optimization, ethical compliance, and service quality. The proposed framework 
functions as an adaptive system that understands digital architectures and opera-
tional paradigms as evolutionary reference models that are iteratively refined. These 
models utilize heterogeneous data streams—including IIoT sensor outputs, transac-
tion histories, and predictive market signals—to generate scenario-based simula-
tions with granular temporal resolution encompassing immediate operational 
adjustments and long-term strategic planning horizons.

The need for dynamic recalibration of logistics models (whether real-time or 
post-hoc) depends on contextual factors such as demand forecasting cycles, the 
level of automation of warehouses, the complexity of the transportation network, 
and the depth of integration of AI-driven decision levels. By embedding GAI-DA 
systems into organizational workflows, companies can demonstrate measurable 
improvements in three key areas: (1) sustainability gains through carbon footprint 
reduction and circular resource utilization, (2) efficiency gains through predictive 
maintenance and route optimization, and (3) economic resilience through cost-
probabilistic risk modeling and lean inventory management.

Case studies illustrate the framework’s analytical rigor by demonstrating how 
hybrid human-AI governance structures increase decision-making precision. For 
example, GAI’s ability to synthesize unstructured data (e.g., geopolitical disrup-
tions and consumer sentiment trends) with AI’s quantitative modeling enables pro-
active mitigation of logistics bottlenecks while maintaining ethical AI deployment 
standards. This dual technological integration promotes a paradigm shift from iso-
lated process optimization to ecosystem-wide intelligence, where cross-functional 
data liquidity and algorithmic transparency become organizational cornerstones.

As a strategic concept, the study shows how the 4P framework (Process-People-
Partners-Platforms) enables a scalable GAI-DA implementation. It emphasizes that 
technology implementation must accompany workforce upskilling initiatives, part-
ner ecosystem alignment, and ethical audit protocols. These findings contribute new 
insights to the literature on supply chain innovation and provide evidence-based 
guidelines for executives to balance computational sophistication and organiza-
tional agility in an era of intelligent, self-optimizing logistics systems.
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9 � Challenges in Using GAI and Agents in Logistics

Integrating GAI solutions and DA requires careful attention to data privacy and 
cybersecurity, necessitating robust security frameworks. GAI “hallucinations” can 
undermine user trust, requiring careful implementation with strategic alignment and 
benefit assessment. DA designed to reduce human intervention must also be care-
fully monitored. Successful integration involves process redesign focusing on 
human-centered workflows, interdisciplinary collaboration, and hands-on operator 
training. Evaluating return on investment (ROI) and clear career paths are critical to 
attracting talent. Data quality and interoperability are challenging as AI relies on 
consistent information; solid data management and API-driven integration can help. 
Data privacy concerns require strong encryption and regulatory compliance, which 
requires transparent AI algorithms. Integrating AI into existing systems requires 
phased implementation and cloud-based platforms to manage infrastructure require-
ments. Finally, the skills gap requires extensive training and partnerships with edu-
cational institutions to equip the workforce for AI-driven logistics. Ultimately, 
organizations adapt their processes to integrate these innovative technologies seam-
lessly. The challenge is to combine these GAI and DA with existing ICT and OT 
applications.

10 � Extensions and Limitations

In this study, only the logistics function is considered, as it still needs to be opti-
mized regarding its practicability and thematic coherence. There is no reason why a 
control and efficiency system based on the architecture described above should not 
apply to the entire organization’s production function or other functions.

Emerging technological paradigms such as blockchain and the IIoT can be inte-
grated with DA and GAI, creating increasingly complex and intelligent ecosystems 
for logistics management [46]. Blockchain, the IIoT, GAI, and DA can synergisti-
cally improve the logistics ecosystem. The IIoT provides real-time data from sen-
sors throughout logistics, which is then secured and immutably recorded by the 
blockchain, creating a transparent and traceable history of goods. GAI can use this 
data to optimize routes, predict disruptions, and develop efficient logistics strate-
gies. At the same time, DAs automate the execution of these strategies, ensuring 
seamless coordination and faster response times. Essentially, the IIoT provides the 
data, the blockchain secures it, GAI optimizes the processes, and DA executes them, 
creating a highly efficient, secure provides the data; the blockchain secures it, GAI 
optimizes the processes, and DA executes them, creating a highly efficient, safe, and 
responsive logistics network.

It is also necessary to investigate additional implementations of the proposed 
approach to quantify its benefits, challenges, and remedies. In a broader perspective, 
integrating systems with other logistics partners guarantees that the organization 
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has control over its processes and can predict possible delivery delays or misplace-
ments due to events that are not attributable to the logistics partner organizations 
(e.g., unexpected weather events, international conflicts, etc.) [47].

11 � Conclusion

The integration of AI into the management of logistics services is changing the 
industry’s landscape. While there are still challenges, the potential benefits—from 
increased efficiency to improved effectiveness—underscore the need for organiza-
tions to adopt these technologies. Future developments in generative GAI and DA 
applications are likely to strengthen the role of these algorithms in logistics and 
make them indispensable tools for organizations to succeed in a competitive market 
[48]. This study examines GAI and DA and their in-depth applications in logistics. 
It provides a general overview of the currently available solutions, particularly an 
outlook on specific solutions to support logistics. The paper defines and thoroughly 
analyzes logistics’ evolutionary development path. The characteristics of each phase 
are characterized by waves of innovation—conceptual, industrial, or both—which 
ultimately lead organizations into the innovative age of Logistics 5.0. The conver-
gence of blockchain, the IIoT, generative AI, and DAs heralds a fundamental shift 
towards Logistics 5.0, where logistics become efficient but also resilient and adapt-
able, paving the way for fully autonomous and intelligent logistics networks. This 
development promises to revolutionize global trade and enable unprecedented opti-
mization and responsiveness in the face of dynamic market conditions. This prog-
ress requires a strong ethical framework, especially regarding transparency, fairness, 
and data protection [49]. AI-driven decisions in logistics, which impact customers 
and operators alike, must be rigorously scrutinized to ensure fair outcomes and 
prevent unintended bias. Ethical AI is not just a consideration but an imperative 
because the future of Logistics 5.0 depends on building trust and ensuring that tech-
nological advances serve the broader interests of society [50].

Algorithmic control is made possible by AI systems organizations’ transforma-
tive potential for operational control and process optimization. The socio-technical 
challenges involved in implementing such systems are not trivial. Three critical 
hurdles are emerging: first, the capital-intensive development and maintenance of 
sophisticated AI architectures, which presents significant barriers to entry for 
resource-constrained companies; second, the acute talent shortage in hybrid skills in 
the areas of data science, supply chain engineering and ethical AI governance and 
thirdly, the persistent strategic myopia of business leaders regarding the paradigm-
shifting capabilities of emerging technologies, as evidenced by Gartner’s [51] find-
ings that 68% of executives underestimate the operational transformation 
potential of AI.

Notwithstanding these implementation challenges, the proposed framework 
demonstrates technical feasibility for large and medium-size enterprises with suffi-
cient financial, technological, and human resources. When such systems are 
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introduced as part of a structured roadmap, they offer three key benefits: improved 
process innovation through machine learning and the simulation of alternative oper-
ational scenarios, increased inter-organizational collaboration through shared pre-
dictive analytics platforms with logistics partners, and improved strategic alignment 
across the supply chain. This three-part value proposition directly addresses the 
systemic vulnerabilities created by today’s supply chain volatilities—from geopo-
litical disruptions to demand shocks—by institutionalizing resilience mechanisms 
based on predictive synchronization, risk-averse optimization, and ethical cohe-
sion [52].

The proposed framework’s effectiveness depends on adopting the four-
dimensional implementation strategy, which includes process redesign, partnership 
architectures, platform ecosystems, and workforce upskilling [53]. While techno-
logical integration forms the backbone of the infrastructure, success ultimately 
depends on simultaneous investments in workforce skills development and partner 
ecosystem incentivization [53]. This multi-dimensional approach transforms AI sys-
tems from isolated technical solutions into organizational cornerstones for smart, 
adaptive logistics governance. This view aligns with recent research from the MIT 
Center for Transportation & Logistics, which emphasizes that next-generation com-
petitiveness in logistics will be defined by synergistic frameworks for human-AI 
collaboration, not by technological superiority alone [54, 55].
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Abstract  This study investigates the application of lean methodologies in optimiz-
ing the internal material requisition process within a company, with a focus on 
waste reduction and operational efficiency. The subject of the study is a small to 
medium-sized enterprise (SME) based in Greater Lisbon, specializing in industrial 
machinery maintenance and repair, equipment rental, and accessory manufacturing. 
Several inefficiencies were identified, including redundancies in the current requisi-
tion process, resulting in excessive rework, resource consumption, and operational 
delays. These inefficiencies disrupt workflows, affect material requisition timelines, 
and create operational bottlenecks, ultimately hindering business opportunities and 
service delivery. To address these challenges, the following tasks were undertaken: 
(1) a detailed analysis of the existing procurement process was conducted, followed 
by the development of a simulation model to evaluate various improvement sce-
narios; (2) idle periods were identified and analyzed using Value Stream Mapping 
(VSM) to highlight areas with potential for efficiency gains; (3) a digitalized pro-
cess simulation was created to compare against the existing process; (4) a feasibility 
study for implementing the digitalized process was performed. The results indicate 
that the proposed improvements will significantly enhance process efficiency, lead-
ing to positive impacts on the company’s overall operations.
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1 � Introduction

In today’s highly competitive and globalized business environment, organizations 
increasingly focus on strategic areas such as sustainability, digitalization, and 
Industry 4.0. The implementation of lean methodologies has become widely recog-
nized as a vital strategy for reducing waste and optimizing production processes, 
aligning with the evolving industrial landscape. First introduced by John Krafcik in 
1988 [1], lean production aims to create a streamlined system—defined as “a set of 
interconnected elements organized coherently to achieve a specific goal” [2]. By 
applying lean methodologies, organizations can enhance the efficiency of produc-
tion systems while minimizing waste, ultimately gaining a competitive advantage 
through higher productivity [3].

The lean philosophy emphasizes a systemic approach, where all production ele-
ments are interconnected and harmonized to achieve common objectives. This 
holistic perspective is essential for understanding and optimizing the overall perfor-
mance of production systems [4]. Lean tools such as Value Stream Mapping (VSM) 
are particularly effective for visualizing and analyzing value streams within organi-
zations, helping to identify inefficiencies and eliminate waste [5]. Additionally, 
scenario-based simulations play a crucial role in process optimization, allowing 
companies to model virtual environments, identify bottlenecks, and test improve-
ments without disrupting actual production or making premature investments. 
Software like Arena facilitates these simulations, driving better process efficiency 
and decision-making [6].

Beyond operational improvements, lean methodologies align with financial eval-
uations, enhancing decision-making regarding investments. Financial tools like Net 
Present Value (NPV), Internal Rate of Return (IRR), and Payback Period (PBP) are 
instrumental in assessing the feasibility and profitability of projects. NPV calculates 
the net value of an investment by discounting future cash flows, with a positive NPV 
signifying value creation [7]. IRR, on the other hand, represents the discount rate at 
which NPV is zero, effectively indicating the return rate that balances cash flows 
and investments [8]. PBP, meanwhile, defines the time required to recover the initial 
investment through net cash flows, highlighting the point where projects start yield-
ing profit [9].

This article explores the holistic benefits of lean production methodologies 
applied to internal material requisition processes within an organization. By adopt-
ing a case study approach, the research develops and validates several waste reduc-
tion improvement hypotheses through Arena simulation and financial analysis, 
demonstrating the potential of lean methodologies to enhance both operational effi-
ciency and economic viability.
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2 � Background

The optimization of material requisition processes in industrial environments 
through lean methodologies and digital integration has become a key area of 
research in recent years. Lean manufacturing principles, initially pioneered by 
Toyota, focus on reducing waste (muda), improving efficiency, and increasing pro-
ductivity. These principles have evolved in tandem with the increasing adoption of 
Industry 4.0 technologies, where the integration of digital tools is seen as pivotal for 
enhancing the effectiveness of traditional lean techniques.

2.1 � Lean Methodologies in Material Requisition

Lean methodologies, particularly techniques such as Value Stream Mapping (VSM) 
and Kanban, have been widely adopted to streamline processes like material requi-
sition. According to Womack and Jones [10], the primary objective of lean is the 
continuous identification and elimination of waste across all stages of production. 
These methodologies help identify inefficiencies in material flow, communication, 
and procurement processes. Recent studies have indicated that integrating lean tech-
niques such as VSM can significantly optimize material requisition processes by 
reducing lead times, minimizing inventory levels, and improving overall operational 
flow [11, 12].

2.2 � Digital Integration: A Catalyst for Lean Transformation

With the rise of digital technologies, the application of lean principles has been 
enhanced through the integration of tools such as digital twins, the Internet of 
Things (IoT), and predictive analytics. The fusion of lean practices with digital 
technologies is referred to as “digital lean.” Digital lean transforms traditional meth-
ods by providing real-time data analytics and improving decision-making processes, 
particularly in areas like inventory management and procurement. Studies show that 
this integration enables more accurate demand forecasting and real-time monitoring 
of material flow, which leads to reduced waste and improved operational efficiency 
[13, 14].

Digital lean tools allow organizations to extend traditional lean tools with fea-
tures such as machine learning and automated decision-making systems. These 
technologies can predict material shortages or surpluses, thereby reducing over-
ordering or stockouts. Moreover, data-driven platforms are crucial in creating flex-
ible and adaptive supply chains, which are essential in optimizing material 
requisition processes in volatile production environments [15, 16].
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2.3 � Strategic Waste Reduction Through Lean 
and Digital Technologies

Waste reduction remains a cornerstone of lean methodology, and recent research 
has emphasized how digital tools can drive significant improvements in this area. A 
study by Cifone et al. [17] demonstrates that organizations that implemented a com-
bination of lean and digital technologies saw reductions in material waste by opti-
mizing their ordering systems, reducing lead times, and improving material tracking 
accuracy. This integration ensures that material requisitions are not only based on 
accurate forecasts but also on real-time data that accounts for fluctuations in produc-
tion demands.

Furthermore, the strategic use of technologies such as the IoT enables real-time 
visibility into the supply chain, which significantly enhances lean’s waste reduction 
capabilities. By reducing manual errors and human intervention in material requisi-
tion processes, digital tools streamline workflows and ensure that material demands 
are met efficiently [18]. These advancements are essential for organizations looking 
to balance cost reduction with higher levels of productivity and quality.

3 � Case Study

3.1 � Problem Description

The company in question, a small to medium-sized enterprise (SME) based in 
Greater Lisbon, specializes in the maintenance and repair of industrial machinery, 
as well as equipment rental and accessory manufacturing.

The primary issue revolves around the inefficiency of the internal requisition 
process, which spans from the initial material request to placing orders with suppli-
ers. This process is highly complex, involving numerous stakeholders and a heavy 
reliance on paper-based documentation, leading to delays, reduced productivity, and 
the potential loss of new business due to extended workshop occupation by machin-
ery under repair.

3.2 � Problem Impact

The inefficiency of the internal requisition process creates several negative out-
comes for the company. First, it leads to delays in completing repairs, which can 
result in customer dissatisfaction and the potential loss of future contracts. Second, 
the prolonged occupation of workshop space reduces the company’s operational 
capacity, limiting the number of machines that can be repaired simultaneously. This 
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operational bottleneck prevents the company from scaling its revenue and respond-
ing effectively to market demand.

3.3 � Benefits of Resolving the Problem

Addressing this issue could yield significant benefits for the company:

	1.	 Cycle time reduction. Simplifying and digitizing the requisition process could 
drastically cut down cycle times, enabling quicker repair turnarounds.

	2.	 Increased operational capacity. Faster machine turnaround would free up valu-
able workshop space, allowing the company to handle more machines at once.

	3.	 Improved customer satisfaction. Shorter repair times and more efficient service 
would likely result in higher customer satisfaction, fostering loyalty and attract-
ing new contracts.

	4.	 Operational cost reduction. Eliminating inefficiencies and improving processes 
could lead to a substantial reduction in operational costs, boosting profit margins.

	5.	 Support for continuous improvement. A more streamlined system would enable 
the identification of additional areas for ongoing improvements, in line with lean 
methodology principles.

Tackling the inefficiencies in the internal requisition process holistically will not 
only address immediate issues related to delays and capacity but will also provide a 
solid foundation for sustainable growth and enhanced competitiveness in the indus-
trial market.

4 � Improvement Hypotheses

Upon analyzing the company’s current purchasing procedure and simulating it 
using Arena software (Fig. 1), three improvement hypotheses were proposed.

4.1 � Improvement Hypothesis 1

The first hypothesis for improving requisition and purchasing management within 
the company involves standardization. This would be achieved by implementing 
fixed times for requisition approvals, aimed at reducing variability and dispersion 
throughout the day, thus optimizing workflow. The assumption behind this hypoth-
esis is that by consolidating requisitions into specific time slots and adopting a 
Kaizen approach to continuous improvement, the planning and execution of pro-
curement activities will be facilitated. This simplification occurs by eliminating 
variations in requisition demands and emergency situations [19].
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Fig. 1  Current internal requisition process flow simulated in Arena

In this hypothesis, requisitioners would submit their requests to their superior, 
who would review and determine which follow the established process. The approval 
times would be set at 10 a.m. and 3 p.m., while the ordering times would be sched-
uled at 11 a.m. and 4 p.m. This would allow for efficient coordination between stock 
gathering from suppliers and the courier service, as well as ensuring that all orders 
are processed within the designated timeframe.

Utilizing the Heijunka approach, the process would be streamlined by reducing 
the number of orders placed with suppliers, consolidating different requisitions for 
the same supplier into one order. This approach levels out the ordering process and 
minimizes fluctuations in demand. Consequently, each participant in the authoriza-
tion chain would adjust their responsibilities according to the designated times, pro-
moting more effective time management, minimizing interruptions, and optimizing 
not only the purchasing process but also overall work management throughout 
the day.

To successfully implement this approach, effective communication and appro-
priate training will be essential. Employees must understand the objectives and ben-
efits of this change, highlighting the importance of adhering to the established 
schedules. This will be the primary challenge in implementing this scenario. 
Furthermore, clear procedures will be necessary to handle emergency situations 
outside regular hours, ensuring that quick responses do not compromise the effi-
ciency of the process. Regular monitoring of adherence to the established schedules 
and gathering feedback from employees will be crucial to identify any improvement 
areas and ensure the sustainability of this approach over time.

Although this hypothesis addresses some of the challenges mentioned earlier—
such as the dispersion of requisitions throughout the day—issues related to rework 
and process management still need to be considered. Nevertheless, operational effi-
ciency is expected to improve with the implementation of this first hypothesis.

The investment for implementing these changes would be minimal, as it would 
mainly involve informing employees of the new procedure and designating supervi-
sors as responsible for ensuring compliance.
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4.2 � Improvement Hypothesis 2

The second hypothesis for optimizing requisitions involves digitizing the requisi-
tion process, by implementing a system that allows employees to submit their req-
uisitions via a digital platform. Aligned with Industry 4.0 principles, this measure 
seeks to modernize the process and increase overall efficiency. The system will be 
implemented gradually, with clear criteria for automatic approvals, utilizing lean 
tools to simplify and standardize the process [20].

One practical example of such criteria could be setting up automatic approvals 
for material requisitions destined for scheduled equipment maintenance, where the 
required materials are always the same for each type of revision, promoting stan-
dardization and reducing the need for human intervention.

Digitization of the process will bring tangible benefits, such as a reduction in the 
time required to complete requisitions and a decrease in rework. For instance, ware-
house clerks and procurement employees will receive the material list directly 
through the software, eliminating the need to input it manually, thus improving 
operational efficiency. This will integrate Industry 4.0 technologies to automate and 
enhance processes.

Additionally, notification mechanisms will be established for supervisors to 
approve pending requisitions at the same times set in the first hypothesis, maintain-
ing the benefits mentioned earlier and supporting production leveling (Heijunka). 
Supervisors will have real-time visibility of pending requisitions, enabling quick 
decision-making and reducing waiting times.

Furthermore, a monetary threshold will be defined for requisitions, simplifying 
the approval process and eliminating bottlenecks. Employees in the department will 
be able to issue orders up to €500 without supervisor authorization, promoting 
decentralization of decisions and streamlining workflow, which is consistent with 
lean principles of autonomy and decentralization.

While system integration is still partial at this stage, the digital requisition sys-
tem represents a significant step towards more efficient and transparent purchasing 
management. Digitization will provide more accurate traceability of requisitions, 
facilitating real-time tracking and analysis of each request, which aligns with con-
tinuous improvement (Kaizen) and transparency goals.

The primary challenge to this system’s implementation lies in resistance to 
change and potential technological difficulties that some employees may face when 
interacting with the software/application. A detailed investment analysis will be 
necessary, considering software development costs, employee training, and annual 
software licensing fees to ensure a sustainable and results-oriented approach.

Thus, this second hypothesis aims not only to enhance requisition efficiency but 
also to prepare the company for future steps toward broader system integration, 
contributing to more effective and integrated procurement operations.
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4.3 � Improvement Hypothesis 3

The third hypothesis for optimizing requisitions within the company involves the 
implementation of traceability technologies by combining automation with integra-
tion of the company’s current systems. The goal is to improve efficiency, security, 
and transparency within the process [21].

Assuming that integrating traceability, technologies will enhance the accuracy 
and efficiency of the process, implementation can be simplified by defining clear 
protocols for managing urgent situations. In this phase, lean tools, such as standard-
ization of emergency protocols, and Industry 4.0 technologies, such as automated 
notifications and real-time integration of requisition systems with inventory and 
purchasing management systems, will be applied. However, direct integration with 
supplier information systems is not yet considered.

For this scenario, requisitioners would submit requests via a mobile phone, tab-
let, or PDA. Additionally, a real-time monitoring system would be implemented, 
allowing users to track the progress of their requests and providing supervisors and 
managers with instant visibility into the process.

Once a requisition is made, the direct supervisor will receive a notification alert-
ing them of pending approvals, enabling quick decision-making and reducing wait-
ing times. After validating the requisition, the system will automatically manage 
inventory and forward the request to the purchasing or warehouse section, depend-
ing on the nature of the request.

With the mobile application, the material list will already be in digital format, 
both in the warehouse and purchasing section. This will not only save time and 
reduce rework—accelerating the process and increasing efficiency—but will also 
ensure the security and privacy of sensitive company data through robust cyberse-
curity measures.

However, the challenges to implementing this system include high initial costs 
and potential compatibility issues with existing systems, as well as resistance to 
change and technological limitations of some employees. A detailed economic fea-
sibility study will be required, taking into account the high costs associated with 
software development, hardware acquisition for employees, maintenance expenses, 
software licenses, and training.

This model, incorporating these additional points, will promote more efficient, 
transparent, and secure purchasing management in the company, aligning with 
industry best practices and driving operational excellence.
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5 � Results and Discussion

5.1 � Process Flow Models in Arena

Starting with the current process in Arena (see Fig. 1), and based on the hypotheses 
described earlier, three models were developed in Arena, as illustrated in Figs. 2, 
3, and 4.

The process begins with the Requisition Entry, where new purchase requests are 
introduced into the system. The Initial Time Recording module captures the entry 
time for each requisition, providing a basis for analyzing process duration. The 
requisition is then processed through the Filling the Requisition stage, where neces-
sary details are completed before submission.

Following this, the model aggregates requisitions through the Aggregating 
Requisitions module before proceeding to Chief Approval. Here, the decision mod-
ule “01. Approved?” determines whether the requisition is accepted or rejected. If 
approved, it proceeds to Stock Verification. If not approved, the requisition is cate-
gorized as Requisition Unapproved and may either be discarded or escalated for 
further approval.

If a requisition is not approved initially, it undergoes an additional authorization 
step in the Procurement Chief Authorization module. The second decision module, 
“02. Approved?”, determines whether the request is ultimately accepted or marked 
as an unauthorized purchase and removed from the system.

Once a requisition is approved, the model evaluates whether the requested mate-
rial is available in stock. The Exist? decision module determines if the item exists in 
inventory. If available, the material is supplied directly, reducing processing time. If 
unavailable, the requisition proceeds to the Sorting by Supplier module, where the 
system assigns a supplier based on predefined selection criteria. The model includes 

Fig. 2  (a) Process flow of Hypothesis 1, in Arena. (b) Continuation of process flow for Hypothesis 
1, in Arena
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five supplier entities (Supplier 1 to Supplier 5), each associated with an Aggregating 
per Supplier module to batch similar requisitions. After aggregation, the order is 
processed through respective supplier modules (Sup1, Sup2, etc.) before being reset 
through Reset Supplier modules to ensure proper system updates.

After procurement from suppliers, the order reaches the Order Formalization 
stage, where administrative processes are completed. The system then Separates by 
Requisition Number to ensure that each request is accurately tracked. The In System 
Time Record module logs the total processing time, providing insights into process 
efficiency and potential bottlenecks. Finally, the requisition process concludes with 
the Purchase Finalized module, indicating the completion of the transaction. 
Figure 3 shows the process flow of hypothesis 2, the model introduces several struc-
tural improvements over the previous version, hypothesis 1, optimizing decision-
making, supplier management, and requisition processing. The new model refines 
the approval process by incorporating a financial threshold of 500€, ensuring that 
high-value transactions undergo additional scrutiny. This contrasts with the previ-
ous model, which had a simpler approval system without financial risk controls. 
Stock verification is another key enhancement. Unlike the earlier model, which pro-
ceeded directly to supplier selection, the new model includes an explicit stock veri-
fication step. If materials are available, they are supplied immediately, eliminating 
unnecessary supplier engagement and reducing procurement costs. Additionally, 
supplier selection has been significantly improved. While the previous model 

Fig. 2  (continued)
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Fig. 3  Process flow of Hypothesis 2, in arena

followed a straightforward assignment process, the new model aggregates orders 
per supplier, enabling batch processing, streamlining operations, and minimizing 
transaction costs. Requisition tracking and order finalization have also been 
enhanced. The new model improves traceability by separating orders based on their 
requisition numbers, ensuring better auditing and reporting capabilities. These 
improvements lead to several advantages, including greater financial control, opti-
mized inventory utilization, more efficient supplier management, and enhanced 
traceability. The second hypothesis model provides a more robust and efficient pro-
curement framework by integrating financial oversight and inventory validation. It 
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Fig. 4  Process flow of Hypothesis 3, in arena

improves operational efficiency, reduces unnecessary expenditures, and enhances 
supplier interactions, making the procurement process faster and more 
cost-effective.

Figure 4 depicts the third hypothesis for the procurement simulation model, 
introducing an additional layer of approval by incorporating smartphone-based req-
uisition validation. This hypothesis explores a more dynamic and real-time decision-
making process as an alternative to previous models. The model begins with the 
Requisition Entry, where new requests are recorded, followed by Initial Time 
Recording and Filling the Requisition. A key difference in this version is the 
Approval with Smartphone Poll, which allows for quicker validation before requisi-
tion aggregation. If the smartphone approval fails, the process continues with stan-
dard requisition aggregation and chief approval. The requisition then undergoes the 
01. Approved? Decision phase, where a rejection moves the process toward 
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Procurement Chief Authorization, particularly if the requested amount exceeds 
500€. If authorization is granted, the requisition proceeds; otherwise, it is catego-
rized as an Unauthorized Purchase and discarded. Stock availability is assessed 
through the Exist? Decision module. If the required materials are in stock, they are 
supplied directly, reducing procurement lead time. If unavailable, the system enters 
the Supplier Sorting phase, where the requisition is allocated to one of five suppliers 
based on predefined criteria. Aggregation by supplier helps streamline procurement 
and optimize bulk purchasing. Once processed, each supplier completes the order, 
and the Reset Supplier module ensures consistency in the supply chain process. The 
Order Formalization phase finalizes the procurement, ensuring compliance with 
internal tracking systems. The Separate by Requisition Number module improves 
traceability, followed by the In-System Time Record, which logs total processing 
time for performance evaluation. Finally, the Purchase Finalized module completes 
the transaction, marking the requisition as successfully processed. This hypothesis 
introduces a more agile approval system, reducing processing delays by leveraging 
mobile-based validation. Additionally, the integration of supplier aggregation and 
real-time stock verification ensures better resource utilization and cost efficiency. 
This third hypothesis presents an alternative approach to procurement, emphasizing 
improved decision-making, reduced transaction time, and enhanced financial 
oversight.

To obtain comparable results, and considering that the data available for the sim-
ulations are qualitative (as real data and actual times could not be obtained), the 
author’s experience was used to determine the average times of each activity in the 
current process. Sometimes will remain constant across all simulations, while oth-
ers will be adjusted based on the improvements adopted, as detailed in the relevant 
sub-chapters. Additionally, a fixed request arrival mechanism will be used, defined 
by the expression “expo(6)” in minutes, which assumes that a request arrives every 
6 min, following an exponential distribution (Fig. 5).

A total of 40 h will be simulated, distributed over 8-h workdays, representing a 
workweek. To analyze the results, several indicators were used. First, process effi-
ciency was evaluated by dividing the total number of requests that completed the 
process by the total number of entries. Additionally, the average time taken for 
requests to reach the ordering phase was calculated. It is important to note that 
unauthorized requests or those with immediate delivery due to existing stock were 
not considered in this average time. Finally, the percentage of time spent on the 
“Purchase Responsible Authorization” and “Order Formalization” processes was 
also considered.

5.2 � Performance Evaluation Metrics

The results obtained for all the models are presented in Table 1.
Hypothesis 3 demonstrates the best overall performance, with the shortest total 

system time and highest process efficiency, despite requiring stricter management 
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Fig. 5  Parameterization of “request arrivals”

Table 1  Comparison of results

Models/indicators (average values from 
replications)

Current 
model Hypothesis 1 Hypothesis 2 Hypothesis 3

Request arrivals 400 454 438 441
Total requests leaving the process 329 341 409 426
Orders generated 272 45 48 48
Time spent by the purchasing 
department (%)

55 9 10 10

Number of requests authorized by the 
requestor’s supervisor

396 385 374 384

Time spent by the requestor’s supervisor 
(%)

41 40 39 40

Number of requests arriving at the 
warehouse

387 363 – –

Time spent by the warehouse stock 
checker (%)

78 73 – –

Number of requests arriving to the 
purchasing responsible for authorization

286 259 82 83

Time spent by the purchasing 
responsible in authorizations (%)

99 90 19 20

Total time in system (in hours) 4.08 9.94 4.98 3.78
Process efficiency (%) (total requests 
leaving the process/request arrivals × 
100)

82.25 75.11 93.38 96.60
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of requests and authorization time. Hypothesis 2 is also effective, showing good 
efficiency and reduced authorization time. Hypothesis 1 significantly reduces the 
time spent by the purchasing department but may lead to more complex request 
management. The Current Model presents the highest variability and lower effi-
ciency compared to the proposed hypotheses.

5.3 � Comparison of Hypothesis Performance

Next, an evaluation was carried out for the Second and Third Hypothesis of improve-
ment based on Net Present Value (NPV), Internal Rate of Return (IRR), and Payback 
Period (PP) to determine the economic viability and financial return of each 
hypothesis.

To assess the economic feasibility of the improvement proposals, three scenarios 
were considered: pessimistic, most likely, and optimistic. These scenarios were 
based on the company’s profit. The average annual profit was estimated at €750,000, 
of which 60% is derived from repair work invoicing, resulting in a base value of 
€450,000 for the study. For the pessimistic scenario, only 25% of this amount is 
considered to come from the purchasing process, 30% for the most likely scenario, 
and 35% for the optimistic scenario.

5.4 � Economic Feasibility and Financial Analysis

Table 2 estimates the profit corresponding to the purchasing process under each 
scenario.

The results of the economic feasibility assessment for the second and third 
improvement hypotheses will now be presented based on Net Present Value (NPV), 
Internal Rate of Return (IRR), and Payback Period (PP). For the calculation of NPV, 
a return rate of 4.5% will be considered, based on Portugal’s inflation rate, which 
was 4.3% in 2023 (National Statistics Institute, 2024) but is expected to decrease 
slightly in 2024. The following costs and benefits were estimated for each hypothesis.

Hypothesis 2:

•	 Training Costs: Estimated at €3000

Table 2  Estimated profit margins for each scenario

Scenario
Billing profit margin 
(€)

Percentage applied 
(%)

Purchasing process profit margin 
(€)

Pessimistic 45,000,000 25 11,250,000
Likely 45,000,000 30 13,500,000
Optimistic 45,000,000 35 15,750,000
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•	 Software Licenses Costs: For ten new licenses at €210 per license annually, total 
cost is €2100.

Thus, the initial cost of the Second Hypothesis amounts to €5100, with no other 
recurring costs beyond the €2100 for software licenses annually (Tables 3 and 4).

Hypothesis 3:

•	 Training costs: estimated at €3000.
•	 Software development costs: estimated at €6500.
•	 Hardware costs: for ten tablets, smartphones, or PDAs at €150 each, total cost 

is €1500.
•	 Software licenses costs: for ten new licenses at €210 per license annually, total 

cost is €2100.

Thus, the initial cost of the Third Hypothesis amounts to €11,000, with no other 
recurring costs beyond the annual software license cost (Tables 5 and 6). A five-year 
period was considered, and the following NPV (net present value) was obtained for 
the second and third improvement hypotheses.

Resulting, for each scenario, an NPV of:

Table 3  Parameterization of the spreadsheet to determine NPV for each scenario of the second 
improvement hypothesis

Year
0 1 2 3 4 5

Initial investment −5100
Annual gains Scenario Pessimistic 15,223 15,223 15,223 15,223 15,223

Likely 18,268 18,268 18,268 18,268, 18,268
Optimistic 21,312 21,313 21,313 21,313 21,313

Annual costs 2100 2100 2100 2100 2100
Cash-flow Scenario Pessimistic 13,123 13,123 13,123 13,123 13,123

Likely 16,168 16,168 16,168 16,168 16,168
Optimistic 19,212 19,213 19,213 19,213 19,213

Discounted values Scenario Pessimistic 12,558 12,017 11,500 11,005 10,531
Likely 15,472 14,806 14,168 13,558 12,974
Optimistic 18,385 17,594 16,836 16,111 15,417

Investment 
amortization

Scenario Pessimist 9558 21,576 33,076 44,081 54,611
Likely 12,472 27,277 41,445 55,003 67,977
Optimistic 15,385 32,980 49,815 65,926 81,344

Table 4  NPV obtained for 
each scenario of the second 
improvement hypothesis

NPV (€)

Scenario Pessimistic 54,611
Likely 67,977
Optimistic 81,344
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Table 5  Spreadsheet parameterization to determine NPV for each scenario of the third hypothesis

Year
0 1 2 3 4 5

Initial investment −11,000
Annual gains Scenario Pessimistic 19,628 19,628 19,628 19,628 19,628

Likely 23,553 23,553 23,553 23,553 23,553
Optimistic 27,479 27,479 27,479 27,479 27,479

Annual costs 2100 2100 2100 2100 2100
Cash-flow Scenario Pessimistic 17,528 17,528 17,528 17,528 17,528

Likely 21,453 21,453 21,453 21,453 21,453
Optimistic 25,379 25,379 25,379 25,379 25,379

Discounted values Scenario Pessimistic 16,773 16,051 15,350 14,698 14,065
Likely 20,530 19,645 18,799 17,990 17,215
Optimistic 24,286 23,240 22,239 21,282 20,365

Investment 
amortization

Scenario Pessimist 5773 21,823 37,183 51,881 65,946
Likely 9530 29,175 47,974 65,964 83,179
Optimistic 13,286 36,526 58,765 80,047 100,412

Table 6  NPV obtained for 
each scenario of the third 
improvement hypothesis

NPV (€)

Scenario Pessimistic 65,946
Likely 83,179
Optimistic 100,412

Considering Tables 3 and 5, and using Formula (1), the Payback Period (PP) was 
determined for each scenario of both proposals, yielding the following results:

	
PP n

CF

CF CF
n

n n

= +
− +1 	 (1)

where, PP is the Payback Period; n is the year immediately before the investment 
amortization shifts from negative to positive, which, for this analysis, is 0 for all 
scenarios; CFn is the initial investment (a negative amount, i.e.,—€3000); CFn+a is 
the amortized value for year n + 1 (in this case, year 1), which, for each scenario, is: 
€9558 for the pessimistic, €12,472 for the probable, and €15,385 for the optimistic 
scenarios. Substituting values into the formula for each scenario, we get:

Hypothesis 2.
Pessimistic scenario:

	
PP = +

−
− −

=0
3000

3000 9558
0 239. years.
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Therefore, in the pessimistic scenario, the investment payback occurs in 2 months 
and 27 days.

Most likely scenario:

	
PP = +

−
− −

=0
3000

3000 12 472
0 194

,
. years.

	

Thus, in the most likely scenario, the investment payback happens in 2  months 
and 9 days.

Optimistic scenario:

	
PP = +

−
− −

=0
3000

3000 15 385
0 163

,
. years.

	

Thus, in the optimistic scenario, the investment payback occurs in 2 months.
Hypothesis 3.
Pessimistic scenario:

	
PP = +

−
− −

=0
11 000

11 000 5773
0 656

,

,
. years

	

In the pessimistic scenario, the payback period is 7 months and 27 days.
Most likely scenario:

	
PP = +

−
− −

=0
11 000

11 000 9529
0 536

,

,
. years

	

Therefore, the payback period for the most likely scenario is 6 months and 12 days.
Optimistic scenario:

	
PP = +

−
− −

=0
11 000

11 000 13 286
0 452

,

, ,
. years

	

Thus, in the optimistic scenario, the payback period is 5 months and 12 days.
Based on Table 7, the following conclusions can be drawn:

Table 7  Comparison of results

Improvement 
hypotheses

Scenarios
Pessimistic Most likely Optimistic
NPV 
(€)

IRR 
(%)

PP 
(months)

NPV 
(€)

IRR 
(%)

PP 
(months)

NPV 
(€)

IRR 
(%)

PP 
(months)

Hypothesis 2 54,611 437 2.9 67,977 539 2.3 81,343 640 2.0
Hypothesis 3 65,946 158 7.9 83,179 194 6.4 100,412 230 5.4
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Fig. 6  NPV comparison by hypothesis and scenario

Fig. 7  IRR comparison by hypothesis and scenario

•	 Net present value (NPV): In all scenarios (pessimistic, most likely, and optimis-
tic), the third improvement hypothesis presents a higher NPV compared to the 
second hypothesis. This suggests that the third hypothesis could potentially pro-
vide a greater financial return, as illustrated in Fig. 6.

•	 Internal rate of return (IRR): The second hypothesis demonstrates a significantly 
higher IRR across all scenarios compared to the third hypothesis. A higher IRR 
indicates that the second hypothesis could yield a higher percentage return on 
investment, as depicted in Fig. 7.
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Fig. 8  Payback period by hypothesis

•	 Payback period (PP): The second hypothesis also shows a shorter payback period 
in all scenarios. This means that the initial investment would be recovered more 
quickly with the second hypothesis than with the third, as shown in Fig. 8.

5.5 � Practical Implementation and Recommendations

In summary, while the third hypothesis offers a higher NPV, indicating a larger 
long-term financial return, the second hypothesis has a higher IRR and a shorter 
payback period. Therefore, the choice between the two depends on the investor’s 
goals and priorities. If the focus is on maximizing financial returns, the third hypoth-
esis may be more appealing. However, if the priority is a higher percentage return 
and faster investment recovery, the second hypothesis might be preferable.

Given the natural resistance to change within organizations, a phased implemen-
tation of both improvement hypotheses could be the most prudent strategy. Initially, 
the second hypothesis would be adopted. After the company has adjusted to this 
change, the third hypothesis would be implemented. Since the company provides 
external support for various types of equipment, the third hypothesis would offer the 
future advantage of allowing material requisitions to be made during technicians’ 
travel time. This would enable the material request process to start while the techni-
cian is en route, optimizing travel time and improving the company’s operational 
efficiency.
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5.6 � Assumptions and Limitations of the Study

This study is based on a real-world case, with one of the authors being an employee 
of the company. Due to the unavailability of some data, certain values were esti-
mated based on the author’s experience, which introduces an assumption that could 
impact the accuracy of the results. The study also relies on a fixed request arrival 
mechanism and simplifies several aspects of the process, such as excluding unau-
thorized requests and using a standard 40-hour workweek for the simulations. While 
these assumptions help make the analysis more manageable, they may not fully 
capture the complexities of real-world operations. The lack of actual data and these 
simplifications are important limitations to consider when interpreting the findings. 
Future research could address these limitations by incorporating real data where 
estimates were used, extending the simulation duration, and accounting for more 
dynamic factors.

6 � Conclusion

This study explored three different ways to improve the internal requisition process 
of an industrial SME, focusing on digitalization, the implementation of a Production 
Planning and Control (PPC) system, and the integration of lean methodologies with 
Industry 4.0 technologies. The results clearly showed that all three approaches 
helped reduce overall processing time, with the third hypothesis proving to be the 
most efficient. From a financial perspective, while the second hypothesis had the 
highest Internal Rate of Return (IRR), the third one offered the best long-term finan-
cial stability, as indicated by its superior Net Present Value (NPV) across all sce-
narios. Although it requires a longer payback period, its long-term benefits outweigh 
the wait. Given this balance between operational improvements and financial 
strength, the third hypothesis stands out as the best approach for ensuring sustain-
able growth and continuous innovation, aligning with both lean principles and 
Industry 4.0 advancements. Beyond this specific case, the findings of this study can 
be adapted and applied to other industrial SMEs facing similar challenges in their 
requisition and procurement processes. Many businesses, regardless of their sector 
or location, struggle with inefficiencies caused by outdated systems, lack of digital 
integration, and process variability. By embracing digital tools, automation, and 
structured methodologies like lean and Industry 4.0, companies can significantly 
improve efficiency, reduce waste, and enhance decision-making. These improve-
ments are particularly relevant for businesses that rely on well-coordinated procure-
ment and resource management.
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6.1 � Emerging Trends and Future Directions

The future of material requisition process optimization will likely see further inte-
gration of Artificial Intelligence (AI) and machine learning to predict material needs 
and optimize procurement strategies. Researchers suggest that the use of AI-powered 
predictive analytics will provide insights into supplier performance, material con-
sumption patterns, and potential disruptions in the supply chain [22]. This could 
transform how lean methodologies are implemented by enhancing real-time 
decision-making and further reducing waste.

Moreover, the continuous evolution of Industry 4.0 technologies and the growing 
importance of sustainability will likely drive further research into the intersection of 
lean methodologies and digital technologies. Scholars like Perboli et al. [23] have 
suggested that future research should explore the role of AI, blockchain, and other 
technologies in improving lean processes for material requisition and supply chain 
management.

Based on this, one can conclude that optimizing material requisition processes 
through lean methodologies and digital integration is increasingly seen as a strate-
gic approach to waste reduction and operational efficiency. Lean principles, when 
combined with digital tools such as the IoT, digital twins, and predictive analytics, 
not only help reduce material waste but also improve decision-making, supplier col-
laboration, and overall production performance.
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1 � Introduction

The Fourth Industrial Revolution is transforming entire production, governance, 
and management systems through digitalization and automation. Technologies such 
as artificial intelligence, the Internet of Things, and blockchain are reshaping indus-
tries by enhancing connectivity and data-driven decision-making [1]. This shift is 
particularly evident in logistics, where digital platforms are redefining last-mile 
delivery models.

One of the most significant transformations in the labor market has been the rise 
of the platform economy, characterized by digital intermediaries connecting service 
providers and consumers [2]. In the food delivery sector, companies like Just Eat 
and Glovo exemplify two distinct operational models: Just Eat primarily acts as an 
ordering platform, while Glovo integrates delivery logistics through gig workers. 
This evolution reflects the growing demand for flexibility and cost-efficiency in last-
mile delivery, particularly in urban and peripheral areas [3].

The emergence of the gig economy has led to new working dynamics, where 
workers operate on a contingent basis, enjoying flexibility but facing wage variabil-
ity [4, 5]. Online platforms for goods and passenger transport have significantly 
grown, from 6% of transactions in 2013 to 56% in 2018, surpassing other types of 
platforms [6]. Food delivery services have benefited from this trend, particularly 
among millennials, who seek convenience and competitive pricing in meal 
delivery [7].

The objective of this work is to analyze the impact of digital technologies on the 
logistics sector, particularly focusing on last-mile delivery in the food delivery 
industry. By exploring emerging technologies and the evolution of labor markets, 
this paper aims to highlight the opportunities and challenges posed by digitalization 
and automation, as well as the transformation of business models through a com-
parative analysis of logistics platforms, such as Just Eat and Glovo, providing 
insights into how different delivery models can influence efficiency, customer satis-
faction, and sustainability in urban and peripheral areas.

The paper is structured as follows: Sect. 2 describes the theoretical background 
of the research, Sect. 3 explains the methodology used, Sect. 4 presents the main 
results while Sect. 5 draws the main conclusions of the research.

2 � Theoretical Background

2.1 � Last Mile Logistic

In the supply chain, which involves the planning and management of all activities 
related to sourcing, procurement, and logistics, one of the fundamental phases is 
distribution, which can occur through two main modes: the first is more traditional 
and involves in-store pickup; the second refers to the direct delivery of the final 
product to the customer [8].
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The second mode, known as last mile delivery (LMD), has undergone significant 
changes in recent decades due to the increasing demand for delivery services in 
urban areas. This demand has been driven by two mega-trends: urbanization, the 
migration from rural to urban areas, and e-commerce, referring to the rise in online 
shopping (as demonstrated by a 2018 Statista analysis showing a growth rate of 
23%). The increased geographic concentration and growing order volume mean that 
logistics players must manage increasingly smaller parcels, leading to significant 
challenges, especially in last mile delivery [9].

The final stage of logistics, unlike the earlier ones, is the only one visible to the 
consumer, and thus becomes a critical success factor, particularly for digital compa-
nies [10]. In this context, customer satisfaction becomes increasingly tied to the 
quality of distribution, especially regarding cost-efficiency and delivery speed [11]. 
The latter, defined by the time between the confirmation of payment and the arrival 
of the goods at the destination, can be reduced by acting on lead time, the time it 
takes for the product to move from production to commercialization [12].

In combination with speed, low costs are the key to LMD’s success, given their 
significant impact on the entire supply chain (41%) [12].

Due to the reasons mentioned above, managing the last mile is becoming increas-
ingly important, and finding innovative ideas is essential. To meet these needs, 
crowdshipping was born.

2.2 � The Crowdshipping Phenomenon and Its Features

Given the changes discussed earlier, an innovative way to address the increasing 
demand for delivery in urban areas is through so-called crowd logistics, literally 
‘logistics operated by the crowd,’ defined as the outsourcing of logistics services to 
various actors coordinated through a technical infrastructure [13].

Among the most popular paradigms of crowd logistics is crowdshipping, which 
in the literature does not have a universally recognized definition, but generally, it 
can be described as a system in which the final stage of the logistics process involves 
numerous occasional drivers, both professional and non-professional, who are will-
ing to modify their travel routes to deliver goods [14].

A key feature of crowdshipping is the use of collaborative platforms and smart-
phone applications that connect individuals offering space in their vehicles with 
companies needing to deliver goods. These drivers are considered ‘occasional’ 
because they are not employees but are called upon for one or a few deliveries 
(receiving a monetary incentive), which also benefits the supplier of the goods by 
reducing long-term wage costs, insurance, vehicle expenses, etc. [15].

Crowd shippers can be divided into three groups:

	1.	 Traditional logistics carriers, such as DHL and FedEx;
	2.	 Professional drivers who use their free time to make deliveries through 

crowdshipping;
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	3.	 Individuals who are traveling for other reasons (e.g., commuting students).

Some research has shown that crowdshipping represents a more efficient and envi-
ronmentally friendly type of delivery, particularly in certain urban areas. On one 
hand, it compensates for the lack of well-organized vehicles in terms of delivery 
efficiency and speed [16]; on the other, it increases flexibility in managing tasks [13].

Both businesses and consumers benefit from crowdshipping. Businesses, in par-
ticular, can handle fluctuating demand without needing to invest in new vehicles and 
staff, which would otherwise be unnecessary. Consumers benefit from faster deliv-
ery times and personalized service (agreeing on the time with the driver), all at 
reduced costs.

Because crowdshipping is accessible even to smaller businesses, it makes com-
panies without an e-commerce platform more competitive and allows customers to 
receive products at home that they otherwise could not purchase online.

From an environmental perspective, contrary to what one might think, this 
method of delivery is not always the ideal solution. To achieve sustainability goals, 
platforms should promote the optimization of transport by encouraging crowd ship-
pers to improve their already planned trips, as additional trips could result in nega-
tive externalities that outweigh the benefits. Among the more sustainable solutions 
is certainly the use of public transportation, utilizing unused space during off-peak 
hours [17].

Crowd logistics platforms can connect users with the most suitable resources 
based on their specific needs. After a customer places a request, the delivery is 
assigned to a third party. These platforms not only connect companies with riders 
but also provide logistical support, enabling businesses that cannot independently 
offer home delivery services to do so [18].

At the core of these platforms is the technology that supports the development of 
information systems and impacts the consumer experience. For this reason, a crowd-
shipping platform must have a portal, or better yet, an application, to ensure that the 
exchange of information is as intuitive and efficient as possible. This is especially 
important for data collection, which is used by platform owners to make decisions 
such as which areas to expand into and how to allocate deliveries to riders [19]. The 
simplest process for shipping through these platforms consists of four steps:

	1.	 The customer requests product delivery via the platform, specifying the desired 
delivery time and address.

	2.	 The platform verifies the availability of riders in the area and selects one.
	3.	 The rider is asked to accept or decline the job.
	4.	 Based on the rider’s decision: (a) if accepted, the rider is committed to collecting 

and delivering the goods. (b) if declined, the platform returns to the second step.

Some platforms, however, follow different logic: the rider selection is not managed 
by the platform but is left to the riders themselves, who apply to handle the order.

S. Temperoni et al.



159

2.3 � The Main Food Delivery Models

The changes previously discussed have also had a strong impact on demand in the 
restaurant sector, shifting it towards online food delivery. More and more, custom-
ers need quick and easy ordering, while also seeking more competitive prices. In 
this context, food delivery represents an innovation that introduces a service capable 
of meeting these needs [20]. For this reason, in recent years, the number of dedi-
cated platforms has grown significantly, along with their use by consumers, particu-
larly millennials, who are keen on new trends, curious to try different traditional 
dishes, but also expect extremely fast delivery [21]. By combining the processes of 
ordering, preparation, and delivery, four business models in food delivery have been 
defined [19].

	1.	 The only order model. In this model, the delivery company replaces the tradi-
tional phone call and acts as an intermediary between restaurants and customers. 
It also collects various offers, serving as a showcase that allows customers to 
compare prices, menus, and reviews of partner restaurants. The company only 
manages the ordering phase, while the preparation and delivery remain the 
responsibility of the restaurant (usually take-away), which will therefore have a 
dedicated staff for deliveries, excluding the platform from any possible liability 
after the order has been received. This can be a limitation if these final phases are 
not managed correctly, as the customer might project the negative experience 
onto the platform from which they placed the order [18]. The ordering process 
through this model is particularly simple, consisting of a first phase where the 
customer selects and sends the order via the website or app, which then forwards 
the details to the restaurant via email. The restaurant benefits in two ways: the 
management of orders becomes simpler, and they can expand their customer 
base thanks to increased visibility.

	2.	 The only delivery model. This model focuses only on delivery service, leaving 
the ordering and preparation phases to Only Order platforms or the respective 
restaurants. As in the previous model, the platform managing the delivery has the 
potential to influence the customer’s perceived quality. On one hand, this model 
allows for reduced delivery times and greater flexibility, as the restaurant can 
rely on a number of riders proportional to the number of orders. On the other 
hand, costs are higher than for Only Order platforms (where the fee is around 
10%). Therefore, it is advantageous when the number of orders is particularly 
high, and the delivery locations allow riders to efficiently deliver two or more 
products in nearby areas [21].

	3.	 The order & delivery model. This business model combines two of the three 
stages of the meal experience: ordering and delivery. Platforms adopting this 
model pose a threat mainly to Only Order platforms, as delivery is one of the 
most expensive phases, leading companies to rely on platforms that handle the 
entire process. In this case, the restaurant is only responsible for preparing the 
food, outsourcing the entire customer relationship (from order placement to 
home delivery) to the Order & Delivery company. Once the customer places 
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their order through the app or website, the platform notifies the closest riders 
(identified via geolocation), who can choose to accept or decline the job. Many 
restaurants, by using this platform, have managed to provide home delivery ser-
vices without investing in their own logistics system [22].

	4.	 Full-integrated model. Companies adopting this model can be considered virtual 
restaurants through the vertical integration of the delivery, preparation, and 
ordering processes. This allows them to offer high-quality products at reasonable 
prices, as the restaurant controls all stages of the meal experience, leading to 
faster and more lasting customer loyalty. Online restaurants, even without a 
physical space, can guarantee an infinite number of covers through full-
integrated. However, the model is not without disadvantages and limitations, 
particularly in the choice of menu, which must include only dishes that are most 
suitable for transportation [22].

3 � Methodology

3.1 � Case Study Introduction

Following a general study on the food delivery phenomenon, this research aims to 
conduct a more detailed analysis focusing on the city of Urbino (small city center in 
Marche Region, Italy). The purpose of this investigation is to understand the absence 
of a widespread food delivery network in this area and propose a solution tailored to 
the prevalence of small businesses.

Initially, we conducted a general review of the most commonly used platforms in 
the sector, determining that Just Eat was the only one operating in Urbino. Based on 
this finding, we performed a comparative analysis of Just Eat’s usage in Urbino 
against its implementation in Milan, one of Italy’s most advanced and developed 
cities in the food delivery sector.

Analysis of the Just Eat application for riders revealed that it is not possible to 
apply for this role within the Urbino area (and more broadly, across the entire 
region). This finding is consistent with direct experiences, where restaurant employ-
ees, rather than independent riders, managed deliveries. This model aligns with 
what has been previously described as the “Only Order” model, which may not be 
compatible with the limited resources available to restaurants in Urbino, as they are 
required to invest in both employees and delivery vehicles.

To address these incompatibilities, we examined the model used by Glovo, which 
offers an alternative solution.

We analyzed both the Just Eat and Glovo platforms in the city of Milan, where 
both are present and frequently used, created a database, and studied the rider 
recruitment processes. Finally, the results were analyzed using Excel to assess 
the data.
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3.2 � Database Construction

The case analysis started with an observation of the selected food delivery applica-
tions. We then identified a random sample composed of restaurants providing deliv-
ery services in both central and peripheral areas of the two cities.

The variables considered in this study are:

	1.	 Delivery zone (central/peripheral);
	2.	 Delivery price (P);
	3.	 Delivery times (t): we recorded the maximum delivery time range indicated by 

the platform;
	4.	 Minimum order price (Pmin);
	5.	 Delivery starts times (O): this variable was subject to change depending on the 

time of the search. If the service was available at the time of data collection, 
“00:00:00” was recorded;

	6.	 Number of reviews (R): both applications have limitations on the maximum 
number of customer reviews visible (Just Eat: 200+; Glovo: 500+), making the 
analyses approximate.

On April 2, 2024, we simulated fifty orders by entering an address in central Milan, 
thereby identifying the restaurants willing to deliver within this area. To complete 
the sample, we selected five restaurants from six peripheral zones: Gratosoglio, 
Baggio, Rho, Lambrate, Calvairate, and Comasina. This procedure was repeated for 
both Just Eat and Glovo, resulting in a total of 160 restaurants analyzed in Milan.

For Urbino, we followed the same procedure but built a single database with data 
from Just Eat (as it is the only platform operating in the area), involving just six 
participating restaurants.

For each entity, we populated the row with data for the identified variables. The 
results were then transformed into pivot tables, cross-referencing the coverage zone 
variable (central/peripheral) with the remaining five. Each variable provided insights 
into specific characteristics of the city and its service.

4 � Results

4.1 � Food Delivery in Urbino and Milan: Analysis by 
Individual City

Before proceeding with the comparison, it is necessary to highlight the different 
business models used by Just Eat in the two cities: in Urbino, it is limited to order 
support, while in Milan, it also provides the logistics and delivery service. This cre-
ates a challenge for businesses in Urbino, which must recruit riders themselves to 
offer the service.
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Based on this, the initial data analysis aimed to identify the differences in deliv-
ery development between the two urban areas.

Milan. The database, constructed through the analysis of Just Eat in the indicated 
areas of Milan, consists of 80 subjects, 50 of which operate in the central zone and 
30 in the peripheral areas.

Regarding the identified variables, we calculated the average for each, distin-
guishing between the two zones. In Table 1, the situations are very similar, with the 
minimal differences compensating each other. For example, the average delivery 
price in the center (average price in the center = €2.22; average price in the periph-
ery = €2.01) is higher, but the delivery time (delivery time in the center = 45 min; 
delivery time in the periphery  =  47  min) is shorter compared to the periphery 
(Table 1).

The only distinguishing factor emerged from the study of the available ordering 
time range, as shown in Table 2. Restaurants operating in the central area have no 
restrictions, making them available for delivery throughout the day; among those in 
the periphery, we found some (20%) with time restrictions (Table 2).

Urbino. The Urbino database, although much more limited as it consists of only 
6 restaurants participating in delivery, still provided sufficient results for the analy-
sis. Before proceeding, it is important to specify that the ‘outside the walls (of the 
town)’ category includes two restaurants (specifically ‘La Casa del Pane Urbino’ 
and ‘Magna Grecia Ristorante’) which also operate in the center but under different 
conditions.

Looking at Table 3, we can observe variations in the ‘delivery price’ (P) and the 
‘minimum order price’ (Pmin), likely due to their locations: ‘La Casa del Pane’ is 
situated outside the city walls, while ‘Magna Grecia’ is located in the historic 

Table 1  Mean value of variables in Milan

Mean Center Periphery Total

T 45 min 47 min 46 min
P 2.22€ 2.01€ 2.14€
Pmin 5.44€ 7.73€ 6.30€
R 73.12 100.8 83.5

Table 2  Distribution of delivery start times (O) in Milan

O Center Periphery Total

00:00:00 50 24 74
5:55:00 p.m. – 1 1
6:10:00 p.m. – 2 2
6:30:00 p.m. – 2 2
7:40:00 p.m. – 1 1
Total 50 30 80
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center. This could indicate a difficulty in moving between the center and the out-
skirts and vice versa.

Aside from this detail, we did not find significant differences between the his-
toric center and the peripheral area. On the contrary, as seen in the case of Milan, 
they seem to balance each other out (a higher average delivery price corresponds to 
a lower average minimum order price).

To gain a more complete view, we decided to calculate the averages for delivery 
time (t) and reviews (R), even though we excluded them from the comparison 
between the center and periphery, as the values (for these variables) from the two 
restaurants operating in both zones showed no differences (Table 4).

The delivery start time is very fragmented and, from a first observation, there is 
a tendency to concentrate the service in the evening hours, except for only two of 
them that are also active during lunch hours although for a very limited time 
(Table 5).

Table 3  Data of Just Eat Urbino

Restaurants Covering area P (€) T Pmin (€) O R

La fenice Center 2.20 45 min 10.00 18:55 200
Canyon fast Center 2.50 Nd 8.00 11:30/19:00 200
La casa del pane urbino Center 3.00 30 min 12.00 12:35/19:30 59

Outside the walls 2.50 30 min 8.00 12:35/19:30 59
Locanda della stazione Center 2.00 30 min 10.00 18:55 31
Amici miei Center 3.50 Nd 15.00 21:55 47
Magna grecia ristorante Center 2.00 30 min 0.00 19:45 200

Outside the walls 2.00 30 min 15.00 19:45 200

Nd undetected data

Table 4  Mean values for the Urbino variables

Center Periphery Mean value

T 33 min 30 min 32 min
P 2.53€ 2.25€ 2.46€
Pmin 9.17€ 11.50€ 9.75€
R 122.83 129.50 124.50

Table 5  Distribution of 
delivery start times (O) 
in Urbino

O Center/periphery Total

11:30 a.m./7:00 p.m. 1 1
12:35 a.m./7:30 p.m. 1 1
6:55:00 p.m. 2 2
7:45:00 p.m. 1 1
9:55:00 p.m. 1 1
Total 6 6
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4.2 � Data Comparison Between Urbino and Milan

In the comparative analysis between Just Eat Urbino and Just Eat Milan, we further 
explored and compared the previously mentioned variables. However, it is impor-
tant to specify that, for the same reasons stated above, we decided not to repeat the 
restaurants listed in Table 3 that are present in both the center and periphery.

To create the following pivot tables, we cross-referenced the ‘center/periphery’ 
variable with some of the remaining variables that we considered most interesting 
to analyze.

In the first comparison (Table 6), we analyzed the ‘delivery price’ variable by 
examining the cumulative percentage of the values. Looking at the total columns, it 
immediately becomes apparent that the delivery price in Urbino is consistently 
above €2.00, a value that corresponds to the median in Milan.

Referring to the average delivery price calculated earlier, we observed only a 
minimal difference between the two cities. Based on the results from the cumulative 
percentage analysis, we calculated the standard deviation to better understand the 
similarity between the averages. It turned out to be lower in Urbino, with a result of 
0.54 compared to Milan’s value of 1.5. These results indicate a greater dispersion of 
values around the mean in the metropolis and a higher concentration in Urbino’s 
restaurants, meaning that in the former case, the total frequencies (which include 
both the center and the periphery) are in the outer ranges, farther from the average 
value (€2.22).

Subsequently, the comparison (carried out via cumulative %) concerned the min-
imum order price offered by restaurateurs, in which a greater difference emerges 
compared to the previous variable. In correspondence with the second row 

Table 6  Delivery price in Milan and Urbino

P (€)
Milan Urbino
Total frequency Cumulative % Milan Frequency center Cumulative % Urbino

0.00 15 18.75 0 0.00
1.00 13 35.00 0 0.00
1.49 7 43.75 0 0.00
1.50 1 45.00 0 0.00
1.99 1 46.25 0 0.00
2.00 6 53.75 2 33.00
2.20 0 53.75 1 50.00
2.49 7 62.50 0 50.00
2.50 0 62.50 1 67.00
3.00 0 62.50 1 83.00
3.49 9 73.75 0 83.00
3.50 0 73.75 1 100.00
3.99 21 100.00 0 100.00
Total 80 100.00 6 100.00
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Table 7  Minimum order price in Milan and Urbino

Pmin (€)
Milan Urbino
Center (%) Periphery (%) Total (%) Center (%) Periphery (%) Total (%)

0.00 14.00 10.00 12.50 17.00 0.00 13.00
5.00 82.00 70.00 77.50 17.00 0.00 13.00
8.00 90.00 73.33 83.75 33.00 50.00 38.00
10.00 94.00 76.00 87.50 76.00 50.00 63.00
12.00 94.00 83.33 90.00 83.00 50.00 75.00
15.00 98.00 90.00 95.00 100.00 100.00 100.00
20.00 100.00 96.67 98.75 100.00 100.00 100.00
30.00 100.00 100.00 100.00 100.00 100.00 100.00

Table 8  Delivery times in Milan and Urbino

t (min)
Milan Urbino
Center (%) Periphery (%) Total (%) Center (%) Periphery (%) Total (%)

25 4.00 6.67 5.00 0.00 0.00 0.00
30 6.00 13.33 8.75 50.00 100.00 62.50
35 10.00 16.67 12.50 50.00 100.00 62.50
40 14.00 16.67 15.00 50.00 100.00 62.50
45 62.00 16.67 45.00 66.67 100.00 75.00
50 96.00 56.67 81.25 66.67 100.00 75.00
55 98.00 66.67 86.25 66.67 100.00 75.00
60 98.00 80.00 91.25 66.67 100.00 75.00
65 100.00 80.00 92.50 66.67 100.00 75.00
– 100.00 100.00 100.00 100.00 100.00 100.00

(Pmin = €5.00) in the Milan prospect the third quartile is reached, which in the city 
of Urbino is reached at a minimum price value equal to €10.00 (double) (Table 7).

An interesting aspect that emerged from the research concerns delivery times. 
Table 8 shows delivery times in the city of Urbino that are very short, 50.00% of the 
restaurants analyzed in Urbino declare a maximum time needed of 30 min. On the 
contrary, the analysis on the metropolis shows a significant number of activities 
located in the range between “40 min” and “50 min” and more than a tenth with 
significantly high times (even exceeding an hour’s wait).

The fourth variable studied, namely the delivery start time, showed a discrepancy 
between Urbino and Milan regarding the availability of restaurants to make home 
deliveries with continuous hours.

From an initial more superficial investigation it emerged that in the small reality 
of Urbino most restaurants provide service only for evening deliveries. Analyzing 
the individual pages more in depth it emerged that in some cases they also accept 
orders at lunch but with a limited time slot (about 1 h).

Comparing the delivery times in Table 9 we can immediately notice a lack in the 
city of Urbino of restaurants that offer a continuous delivery service (indicated in 
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Table 9  Delivery times in Milan and Urbino

O
Milan Urbino
Center Periphery Total Center/periphery Total

00:00 50 24 74 0 0
11:30 a.m./7:00 p.m. 0 0 0 1 1
12:35 a.m./7:30 p.m. 0 0 0 1 1
5:55 p.m. 0 1 1 0 0
6:10 p.m. 0 2 2 0 0
6:30 p.m. 0 2 2 0 0
6:55 p.m. 0 0 0 2 2
7:40 p.m. 0 1 1 0 0
7:45 p.m. 0 0 0 1 1
9:55 p.m. 0 0 0 1 1
Total 50 30 80 6 6

the table with “00:00:00”), unlike the city of Milan where we detected 74 of them. 
Excluding the latter and observing only the evening openings we can note that in 
Urbino the first available time to order is at 6:55 p.m., exactly 1 h after the first avail-
able time among those in Milan. To this, we must obviously add that most of the 
restaurants in the latter deliver almost all day, a service that none of the restaurants 
in Urbino offer. Looking at the table in reverse and taking the last band of both cit-
ies, an even wider gap emerges: the last restaurant in the list in Urbino opens deliv-
eries more than 2 h later (9.55 p.m.) than the one in Milan (7.40 p.m.).

The last step of this analysis was dedicated to the study of reviews.
The average of this variable in the case of Urbino, calculated and inserted in 

Table 4, shows a value of 124.50 reviews; this number can be interpreted as a posi-
tive signal from the demand, also considering that it exceeds the average calculated 
for the city of Milan (Table 1) (83.50) of 41.00 units.

The reviews can be seen as a value proportional to the number of users: ideally, 
a greater number of them corresponds to a greater number of orders.

4.3 � Just Eat or Glovo?

Founded in Denmark in 2001, Just Eat arrived in Italy in 2011, and between 2016 
and 2017 it grew significantly, covering almost the entire national territory and earn-
ing the title of sector leader. At the same time, it managed to expand into twelve 
additional countries through the use of the Only Delivery model, offering only the 
ordering service. However, by analyzing the website, we discovered that in some 
cities a different model is used, where delivery to the final customer is also managed 
(Order & Delivery).

In the city of Urbino, the original model is applied, but as already noted, it is not 
well-suited to the small size of local businesses. Ideally, a team of riders would also 
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be provided. For this reason, we found it important to understand the nature of the 
relationship between riders and Just Eat, which is characterized by remuneration 
based on a fixed hourly wage of €8.75, additional bonuses for each delivery made, 
paid vacation, life insurance, and severance pay (TFR).

It is, therefore, a part-time employment contract where working hours are dis-
tributed through weekly shifts [23].

Glovo was founded as a food delivery start-up in Barcelona in 2014, later expand-
ing to the ‘anything delivery’ business model, where couriers handle not only food 
delivery but also any transportable items (if they don’t exceed certain weight and 
size limits), such as medication, groceries, fresh flowers, and much more. It arrived 
in Italy 2 years later through the acquisition of Foodinho (a food delivery start-up 
operating in Milan), and then gradually expanded into the major Italian cities. 
Through both its app and website, Glovo offers consumers the ability to browse 
through different restaurants, select products to order, and track the delivery. It also 
provides a platform for restaurants to manage orders and one for couriers to book 
deliveries.

It is worth noting the contractual relationship established with the riders, which, 
unlike Just Eat, is based on greater flexibility. Upon visiting the ‘sign up as a rider’ 
section on Glovoapp.com, one immediately sees a phrase that clearly expresses this 
characteristic: ‘Do you want to set your own hours and connect whenever it suits 
you? Earn money by delivering orders with the Glovo Courier app. Sign up now!’

In this case, riders are free to decide when and how much to work. No weekly 
schedules are provided, so riders can make themselves available for assignments on 
the days and times they prefer without being bound to stay available during a set 
time frame. They are also free to accept or decline any order. Likewise, the company 
is not obligated to assign delivery tasks to the rider.

Glovo is also innovative in how it evaluates rider performance. Both restaurants 
and customers can rate the courier, and this score becomes visible on the rider’s 
personal page. Riders with higher ratings can access the schedule earlier to book 
slots (i.e., the orders placed by consumers that the rider can take on). Consumers 
can also view the profile of Glovers (riders), where, in addition to reviews, the rid-
er’s phone number and a photo are displayed.

The compensation offered to the team of riders varies depending on the city 
where the delivery takes place. In some cities, there is a variable payment structure, 
consisting of a fixed part and an additional amount that can vary based on the order 
preparation wait time and the kilometers traveled. In other cities, a fixed compensa-
tion is provided (the courier can view an estimated amount corresponding to the 
order before booking it). The company is committed to protecting its partners in the 
event of order cancellations by consumers when the rider is already near the deliv-
ery location, guaranteeing a percentage of the compensation or, in some cases, the 
full amount [24].

Based on the research conducted in the previous sub-sections, we have found 
that the model adopted by Glovo may be more functional in a context like Urbino, 
compared to the model currently used by the available application.
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To further investigate the results, we created a database using the same criteria as 
in the previous analyses, which was then compared with the data from Just Eat.

Regarding the first variable analyzed in Table 10, related to delivery price, it was 
found that Glovo is more economical, with an overall average of €1.76 (compared 
to the Just Eat average of €2.14). Notably, the difference is most evident in the 
‘Center’ column, where the third quartile corresponds to a price of €1.49 for Glovo, 
compared to more than double that amount for Just Eat (€3.99). In contrast, in the 
peripheral areas, Just Eat appears to be slightly more economical, but with only a 
minimal difference.

The advantage of using Glovo given by lower average prices is strengthened by 
the absence of a minimum order price constraint (in Table 11, the Glovo columns 
show that 100% of restaurants have a minimum order price equal to €0.00), which 
is instead present, although usually not very high, on Just Eat.

Glovo aims to reduce delivery times to a minimum to meet customer satisfaction 
by trying not to exceed 1 h as the maximum waiting time for delivery. The goal is 
clear by observing the total column in Table 12 in which approximately 80% of the 

Table 10  Delivery prices for Glovo and Just Eat

P (€)
Glovo Just Eat
Center (%) Periphery (%) Total (%) Center (%) Periphery (%) Total (%)

0.00 24.00 7.00 18.00 18.00 20.00 18.75
0.99 47.00 7.00 32.00 18.00 20.00 18.75
1.00 47.00 7.00 32.00 36.00 33.33 35.00
1.49 80.00 20.00 57.00 46.00 40.00 43.75
1.50 80.00 20.00 57.00 48.00 40.00 45.00
1.99 82.00 43.00 67.00 50.00 40.00 46.25
2.00 82.00 43.00 67.00 50.00 60.00 53.75
2.49 94.00 57.00 80.00 56.00 73.33 62.50
2.99 100.00 70.00 89.00 56.00 73.33 62.50
3.49 100.00 70.00 89.00 72.00 76.67 73.75
3.99 100.00 100.00 100.00 100.00 100.00 100.00

Table 11  Glovo and Just Eat minimum delivery price

Pmin (€)
Glovo Just Eat
Center (%) Periphery (%) Total (%) Center (%) Periphery (%) Total (%)

0.00 100.00 100.00 100.00 14.00 10.00 12.50
5.00 100.00 100.00 100.00 82.00 70.00 77.50
8.00 100.00 100.00 100.00 90.00 73.00 83.75
10.00 100.00 100.00 100.00 94.00 76.67 87.50
12.00 100.00 100.00 100.00 94.00 83.33 90.00
15.00 100.00 100.00 100.00 98.00 90.00 95.00
20.00 100.00 100.00 100.00 100.00 96.67 98.75
30.00 100.00 100.00 100.00 100.00 100.00 100.00
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Table 12  Glovo and Just Eat delivery times

t (min)
Glovo Just Eat
Center (%) Periphery (%) Total (%) Center (%) Periphery (%) Total (%)

15 6.00 0.00 4.00 0.00 0.00 0.00
20 22.00 3.00 15.00 0.00 0.00 0.00
25 56.00 10.00 39.00 4.00 6.67 5.00
30 82.00 23.00 60.00 6.00 13.33 8.75
35 96.00 33.00 73.00 10.00 16.67 12.50
40 98.00 50.00 80.00 14.00 16.67 15.00
45 98.00 70.00 88.00 62.00 16.67 45.00
50 100.00 87.00 95.00 96.00 56.67 81.25
55 100.00 87.00 95.00 98.00 66.67 86.25
60 100.00 90.00 96.00 98.00 80.00 91.25
65 100.00 100.00 100.00 100.00 80.00 92.50
– 100.00 100.00 100.00 100.00 100.00 100.00

Table 13  Orario di consegna Glovo e Just Eat

O
Glovo Just Eat
Center (%) Periphery (%) Total (%) Center (%) Periphery (%) Total (%)

5:55 p.m. 0.00 0.00 0.00 0.00 3.00 1.00
6:10 p.m. 0.00 0.00 0.00 0.00 10.00 4.00
6:30 p.m. 0.00 7.00 3.00 0.00 17.00 6.00
7:00 p.m. 0.00 10.00 4.00 0.00 17.00 6.00
7:40 p.m. 0.00 10.00 4.00 0.00 20.00 8.00
00:00 p.m. 0.00 10.00 4.00 100.00 100.00 100.00
Nd 100.00 100.00 100.00 100.00 100.00 100.00

Nd undetected data

businesses declare a delivery time of no more than 40 min and none more than 60. 
As happens in the price analysis, also in this case Glovo is more efficient in the 
center where it reaches 96% in the “35  min” row (percentage corresponding to 
“50 min” for Just Eat).

The differences regarding the time variable (see Table 12) are minimal; there-
fore, they did not affect the results shown in Table 13 for delivery times.

5 � Discussion

From the comparative analysis between the two cities, restaurants in Urbino face 
significant difficulties in implementing a logistical service, which can be attributed 
to several factors, including their small size, which reduces their willingness to 
invest in such a service. This was particularly evident from the study of the variables 
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‘delivery price,’ ‘minimum order price’ (which were, on average, higher than the 
data observed for the city of Milan), and ‘delivery start time.’ The observation of the 
latter was especially relevant when compared to the actual opening hours of the 
restaurants. An example is ‘Canyon Fast Food,’ which is available for delivery from 
11:30 a.m. to 2:30 p.m. and again from 7:00 p.m. to 11:30 p.m., despite the physical 
restaurant’s operating hours being from 10:00 a.m. to 12:00 p.m.

The remaining variables can be interpreted as a positive sign: on one hand, the 
shorter delivery times in Urbino demonstrate the potential to provide a more satisfy-
ing service, and on the other hand, the reviews reflect consumers’ willingness to use 
this service. These findings align with previous research indicating that consumer 
satisfaction in last-mile delivery is highly dependent on delivery speed and service 
reliability, particularly in smaller urban settings where logistical constraints may be 
more pronounced [11].

Regarding the second analysis, which compares two platforms based on two dif-
ferent models, it can be concluded that, despite Just Eat being one of the first food 
delivery platforms in the world and having secured the title of leader in Italy, the 
analysis shows that it is less efficient than Glovo. This superiority, which could also 
stem from the type of contractual relationship with the riders, is more evident in 
central areas across all the variables considered. Studies on the gig economy have 
highlighted that flexible work arrangements, such as those employed by Glovo, pro-
vide businesses with the ability to scale operations dynamically in response to fluc-
tuating demand, making them particularly advantageous in contexts where order 
volumes vary significantly [6, 7].

Among the findings, the difference in payment methods between the two plat-
forms is noteworthy: while Just Eat offers hourly wages, Glovo pays based on the 
number of deliveries made, making it much more flexible. This aligns with previous 
research on digital labor markets, which has shown that performance-based com-
pensation models tend to increase efficiency while reducing costs for platforms [5]. 
However, these models also introduce income variability for workers, raising con-
cerns about job stability and earnings predictability [4].

We can therefore conclude that the challenges faced by restaurants in Urbino in 
offering home delivery are not compatible with the model on which Just Eat (Only 
Order) is based, as it does not include logistical services, which must instead be 
managed entirely by the restaurant. A possible solution to this issue lies in adopting 
the Order & Delivery model, which was analyzed in the second part of the case 
study. The combination of these two studies, aimed at analyzing the difficulties and 
opportunities in Urbino and comparing two food delivery platforms, has led us to 
conclude that Glovo could also represent a better solution in Urbino compared to 
the one currently available. Given the investments that small restaurant owners in 
Urbino must make to provide an adequate logistical service, they could be among 
the first to benefit from the advantages of the Order & Delivery model. By not hav-
ing to manage the recruitment and payment of riders, even restaurants currently 
excluded from delivery services could be more inclined to join the platform through 
Glovo, thus increasing the offerings available to consumers.
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The difference in compensation identified in previous studies proved to be a 
crucial factor in these conclusions. In a city like Urbino, characterized by a high 
percentage of non-resident students, demand is highly unstable, and this is precisely 
why the piece-rate payment model offered by Glovo is the ideal solution. Prior 
research has emphasized that cities with a high student population tend to experi-
ence fluctuating food delivery demand, making adaptive and flexible delivery mod-
els a more sustainable approach for both businesses and workers [10].

6 � Conclusions, Implications and Limitations

In summary, the comparative analysis between Urbino and Milan highlights the 
significant challenges faced by small restaurants in offering home delivery services, 
particularly in cities like Urbino. The research demonstrates that the Glovo model, 
with its flexible rider contracts and lower operational costs, offers a more suitable 
solution for smaller businesses compared to Just Eat’s “Only Order” model. This 
finding could have broader implications for similar small cities, where limited 
resources and fluctuating demand make it difficult for businesses to manage their 
own logistics. The case of Alfonsino, a food delivery platform successfully devel-
oped in small towns, further supports this conclusion. Alfonsino’s model, which 
offers flexible, delivery-based compensation, similar to Glovo, demonstrates the 
viability of such platforms in smaller markets where traditional food delivery ser-
vices struggle.

Moreover, Glovo’s crowdshipping approach, which allows riders to work on 
flexible schedules, presents not only economic benefits but also potential sustain-
ability advantages, especially when considering its use for non-food deliveries and 
the optimization of transportation resources.

From a theoretical perspective, this study contributes to the growing body of lit-
erature on digital transformation in logistics by highlighting the adaptability of 
platform-based models in small urban centers [16]. It reinforces existing research 
on the role of gig economy structures in shaping last-mile delivery and extends it by 
demonstrating how these models can mitigate logistical inefficiencies in low-
demand areas. Additionally, the study offers insights into the interplay between flex-
ibility, cost management, and service availability, which are key factors in optimizing 
digital logistics networks.

In practice, the findings suggest that small restaurant owners in peripheral cities 
should consider integrating more dynamic delivery solutions, such as the Order & 
Delivery model, to remain competitive. Policymakers and urban planners could also 
leverage this research to develop frameworks that support sustainable and tech-
enabled last-mile logistics. Furthermore, food delivery platforms may use these 
insights to refine their expansion strategies, particularly in underserved areas where 
traditional models struggle.

However, this study has some limitations, notably the smaller sample size in 
Urbino, which may impact the generalizability of the findings. Future research 
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should expand the dataset to include additional small and medium-sized cities to 
further validate these observations and assess the scalability of the proposed solu-
tions, as well as explore the environmental impact of different delivery models. 
Additionally, with the rapid advancement of delivery technologies, including auton-
omous vehicles and drones, future studies should investigate how such innovations 
could further enhance the efficiency and sustainability of last-mile logistics.

References

1.	Trauth-Goik, A. (2021). Repudiating the fourth industrial revolution discourse: A new epis-
teme of technological progress. World Futures, 77(1), 55–78. https://doi.org/10.1080/0260402
7.2020.1788357

2.	Tassinari, A., & Maccarrone, V. (2020). Riders on the storm: Workplace solidarity among gig 
economy couriers in Italy and the UK. Work, Employment and Society, 34(1), 35–54. https://
doi.org/10.1177/0950017019862954

3.	Fareri, S., Fantoni, G., Chiarello, F., Coli, E., & Binda, A. (2020). Estimating industry 4.0 
impact on job profiles and skills using text mining. Computers in Industry, 118, 103222. 
https://doi.org/10.1016/j.compind.2020.103222

4.	Domini, G., Grazzi, M., Moschella, D., & Treibich, T. (2021). Threats and opportunities in the 
digital era: Automation spikes and employment dynamics. Research Policy, 50(7), 104137. 
https://doi.org/10.1016/j.respol.2020.104137

5.	Sun, P., Chen, J. Y., & Rani, U. (2023). From flexible labour to ‘sticky labour’: A tracking 
study of workers in the food-delivery platform economy of China. Work, Employment and 
Society, 37(2), 412–431. https://doi.org/10.1177/09500170211021570

6.	Gramano, E. (2020). Digitalisation and work: Challenges from the platform economy. 
Contemporary Social Science, 15(4), 476–488. https://doi.org/10.1080/21582041.2019.157291
9

7.	Salmon, P. M., Bhawana, K. C., Irwin, B. G., Brennan, C. J., & Read, G. J. (2023). What influ-
ences gig economy delivery rider behaviour and safety? A systems analysis. Safety Science, 
166, 106263. https://doi.org/10.1016/j.ssci.2023.106263

8.	Kiba-Janiak, M., Marcinkowski, J., Jagoda, A., & Skowrońska, A. (2021). Sustainable last 
mile delivery on e-commerce market in cities from the perspective of various stakehold-
ers: Literature review. Sustainable Cities and Society, 71, 102984. https://doi.org/10.1016/j.
scs.2021.102984

9.	Simoni, M.  D., Kutanoglu, E., & Claudel, C.  G. (2020). Optimization and analysis of a 
robot-assisted last mile delivery system. Transportation Research Part E: Logistics and 
Transportation Review, 142, 102049. https://doi.org/10.1016/j.tre.2020.102049

10.	Correia, D., Teixeira, L., & Marques, J. L. (2021). Last-mile-as-a-service (LMaaS): An innova-
tive concept for the disruption of the supply chain. Sustainable Cities and Society, 75, 103310. 
https://doi.org/10.1016/j.scs.2021.103310

11.	Grant, D. B. (2021). Fulfilling customer needs in the 2020s with marketing and logistics. In 
D. B. Grant (Ed.), Global logistics: New directions in supply chain management (pp. 79–94). 
Kogan Page.

12.	Nguyen, M.  H., Pojani, D., Nguyen-Phuoc, D.  Q., & Thi, B.  N. (2023). What if delivery 
riders quit? Challenges to last-mile logistics during the COVID-19 pandemic. Research 
in Transportation Business & Management, 47, 100941. https://doi.org/10.1016/j.
rtbm.2022.100941

S. Temperoni et al.

https://doi.org/10.1080/02604027.2020.1788357
https://doi.org/10.1080/02604027.2020.1788357
https://doi.org/10.1177/0950017019862954
https://doi.org/10.1177/0950017019862954
https://doi.org/10.1016/j.compind.2020.103222
https://doi.org/10.1016/j.respol.2020.104137
https://doi.org/10.1177/09500170211021570
https://doi.org/10.1080/21582041.2019.1572919
https://doi.org/10.1080/21582041.2019.1572919
https://doi.org/10.1016/j.ssci.2023.106263
https://doi.org/10.1016/j.scs.2021.102984
https://doi.org/10.1016/j.scs.2021.102984
https://doi.org/10.1016/j.tre.2020.102049
https://doi.org/10.1016/j.scs.2021.103310
https://doi.org/10.1016/j.rtbm.2022.100941
https://doi.org/10.1016/j.rtbm.2022.100941


173

13.	Cebeci, M. S., Tapia, R. J., Kroesen, M., de Bok, M., & Tavasszy, L. (2023). The effect of 
trust on the choice for crowdshipping services. Transportation Research Part A: Policy and 
Practice, 170, 103622. https://doi.org/10.1016/j.tra.2023.103622

14.	Mohri, S. S., Ghaderi, H., Nassir, N., & Thompson, R. G. (2023). Crowdshipping for sustain-
able urban logistics: A systematic review of the literature. Transportation Research Part E: 
Logistics and Transportation Review, 178, 103289. https://doi.org/10.1016/j.tre.2023.103289

15.	Mohri, S.  S., Nassir, N., Thompson, R.  G., & Lavieri, P.  S. (2024). Public transportation-
based crowd-shipping initiatives: Are users willing to participate? Why not? Transportation 
Research Part A: Policy and Practice, 182, 104019. https://doi.org/10.1016/j.tra.2024.104019

16.	Deng, Q., Fang, X., & Lim, Y. F. (2021). Urban consolidation center or peer-to-peer platform? 
The solution to urban last-mile delivery. Production and Operations Management, 30(4), 
997–1013. https://doi.org/10.1111/poms.13276

17.	Ghaderi, H., Tsai, P. W., Zhang, L., & Moayedikia, A. (2022). An integrated crowdshipping 
framework for green last mile delivery. Sustainable Cities and Society, 78, 103552. https://doi.
org/10.1016/j.scs.2021.103552

18.	Mittal, A., Marusak, A. A., Krejci, C. C., Sadeghiamirshahidi, N., & Rogers, K.  J. (2022). 
Evaluating the suitability of crowd-shipping platforms for small and medium-sized enter-
prises. Sustainability, 14(21), 14177. https://doi.org/10.3390/su142114177

19.	Pourrahmani, E., & Jaller, M. (2021). Crowdshipping in last mile deliveries: Operational chal-
lenges and research opportunities. Socio-Economic Planning Sciences, 78, 101063. https://doi.
org/10.1016/j.seps.2021.101063

20.	Cramer, F., & Fikar, C. (2024). Investigating crowd logistics platform operations for local food 
distribution. International Journal of Retail & Distribution Management, 52(9), 836–855. 
https://doi.org/10.1108/IJRDM-10-2022-0400

21.	Mehrolia, S., Alagarsamy, S., & Solaikutty, V. M. (2021). Customers’ response to online food 
delivery services during COVID-19 outbreak using binary logistic regression. International 
Journal of Consumer Studies, 45(3), 396–408. https://doi.org/10.1111/ijcs.12630

22.	Troise, C., O’Driscoll, A., Tani, M., & Prisco, A. (2021). Online food delivery services and 
behavioural intention: A test of an integrated TAM and TPB framework. British Food Journal, 
123(2), 664–683. https://doi.org/10.1108/BFJ-05-2020-0418

23.	Just Eat. (2024). How do contracts with Just Eat work? Retrieved September 23, 2024, from 
https://www.justeat.it/rider/the-inside-track/consegnare-con-noi/contratto-lavoro-rider

24.	Glovo. (2021). National collective labor agreement for the regulation of the activity of delivery 
of goods on behalf of others, carried out by self-employed workers, so-called riders. Retrieved 
September 23, 2024, from https://delivery.glovoapp.com/it/sdde3fsxaqw/

Digital Transformation and Last-Mile Logistics in Food Delivery: A Comparative…

https://doi.org/10.1016/j.tra.2023.103622
https://doi.org/10.1016/j.tre.2023.103289
https://doi.org/10.1016/j.tra.2024.104019
https://doi.org/10.1111/poms.13276
https://doi.org/10.1016/j.scs.2021.103552
https://doi.org/10.1016/j.scs.2021.103552
https://doi.org/10.3390/su142114177
https://doi.org/10.1016/j.seps.2021.101063
https://doi.org/10.1016/j.seps.2021.101063
https://doi.org/10.1108/IJRDM-10-2022-0400
https://doi.org/10.1111/ijcs.12630
https://doi.org/10.1108/BFJ-05-2020-0418
https://www.justeat.it/rider/the-inside-track/consegnare-con-noi/contratto-lavoro-rider
https://delivery.glovoapp.com/it/sdde3fsxaqw/


Architecture, Systems, and Methods of 
Digitalization



177© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2025
F. Tao et al. (eds.), Artificial Intelligence and Digital Transformation, Lecture 
Notes in Information Systems and Organisation 78, 
https://doi.org/10.1007/978-3-032-00118-4_10

Network Modeling Method for Optimizing 
the Management of Digital Industrial 
Ecosystem Project Implementation

Andrey F. Shorikov 

Abstract  The article considers the problem of implementing a digital industrial 
ecosystem project in the presence of several acceptable technologies for its imple-
mentation and corresponding vector objective functions for assessing of their qual-
ity. For a formalized description of optimization of project implementation 
management, a new formalization in the form of a two-level multi-agent hierarchi-
cal network economic and mathematical model is proposed. The identification of 
parameters, structural balanced interaction and optimization of the result of manag-
ing the implementation of processes of the studied digital industrial ecosystem proj-
ect within the framework of the proposed two-level multi-agent hierarchical network 
model are described. The paper presents a methodology for solving the problem 
under consideration, which is implemented in the form of one-step operations that 
allow their algorithmization.

Keywords  Digital industrial ecosystem · Project implementation · Network 
economic · Mathematical modeling · Two-level multi-agent hierarchical control · 
Control optimization

1 � Introduction

The paper considers the problem of implementing the main project (MP) of the digi-
tal industrial ecosystem (DIES) in the presence of several admissible technologies 
for its implementation and corresponding vector objective functions for assessing of 
their quality. It is assumed that the DIES carries out the MP, which is implemented 
by the main production enterprise and its auxiliary production enterprises, which 
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implement auxiliary projects (AP) included in the main project and not imple-
mented at the main production enterprise [1–6]. To implement the MP of the DIES, 
it is possible to use several admissible technologies, the quality of which is assessed 
by the corresponding vector objective functions. It is necessary to find a solution to 
the problem of implementing the MP of the DIES by optimizing the choice of an 
admissible technology for its implementation relative to the corresponding vector 
objective function.

The article describes the identification of objects of the considered DIES and 
their structural interaction, information and control links between agents managing 
system objects, the formation of a vector objective functions to assess the quality of 
the MP of the DIES implementation by corresponding technologies, and the 
achievement of the goals of the system agents. To describe the process of optimiza-
tion of the management of the implementation the MP of the DIES, the article pro-
poses a new formalization in the form of a two-level multi-agent hierarchical 
network economic-mathematical model in the presence of several technologies for 
its implementation and corresponding vector objective functions for assessing of 
their quality, which is based on the results of works [1, 4–6] and the article is adja-
cent to studies [2, 3, 7–26].

2 � Literature Review

Currently, the economy is experiencing intensive implementation of digital tech-
nologies, primarily in production systems. At the same time, their efficiency directly 
depends on the infrastructure in which they operate. The problems of forming vari-
ous programs and activities aimed at creating a digital space that ensures efficient 
and sustainable functioning of production enterprises have been considered by 
many authors, for example, in [2, 8, 9, 11, 13, 17, 27–29]. At the same time, efficient 
industrial activity within the digital economy is realized only when the production 
enterprises that form it operate within the framework of the relevant DIES and on 
the basis of specialized digital platforms. The creation and improvement of the 
DIES allows enterprises participating in such systems to effectively exchange infor-
mation, goods and services to achieve their goals in the conditions of competition 
and risks. Numerous studies are devoted to theoretical and practical issues of devel-
opment and improvement of the DIES, for example, in [2, 9, 15, 17, 22, 27, 29–32]. 
The functioning of production enterprises within the DIES is aimed at implement-
ing specific projects, the implementation of which should optimize the specified 
target functions. Extensive scientific literature is devoted to issues of managing the 
implementation of production projects and related problems, and various studies 
have been conducted, the results of which are presented, for example, in [5, 6, 11, 
12, 18, 23, 24, 28, 33]. One of the main directions in the study and modeling of 
production project implementation management problems is the multi-agent 
approach, which is intensively developing and reflected in numerous works [1, 21, 
25, 26, 32, 34, 35]. Theoretical and practical research in the field of application of 
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intelligent computer systems in industry is also developing intensively [1, 2, 5, 20, 
26, 31, 32, 34, 36].

When studying the problem of managing the MP of the DIES, there is a need to 
develop and create a corresponding economic and mathematical model. The basic 
elements of such a model are: production enterprises included in the DIES and man-
aged by the corresponding agents; the AP of the DIES, the implementation of which 
allows the implementation the MP of the DIES; control parameters that the DIES 
agents manage; information and control links between the DIES agents; conditions 
and restrictions on the implementation the MP of the DIES and the AP of the DIES 
parameters; objective functions for the DIES agents, as well as the presence of sev-
eral levels of control of the processes considered in the system.

The main task for each DIES agent managing the implementation of the corre-
sponding production project is to develop a methodology for implementing the proj-
ect in order to achieve the best (optimal) values for the formed objective function 
(functions), which is selected as a criterion (or criteria) for the quality of its imple-
mentation. To solve this problem, it is necessary to create an appropriate economic 
and mathematical model. Within the framework of the developed model, an optimi-
zation problem is formulated that corresponds to the original problem, the solution 
of which can be used to create a computer software system. Such a software system 
should be included in the computer software system of information support and 
management of the DIES, implementing support for making management decisions 
by managers of various levels.

The problems of optimal project management within the framework of the DIES 
must be studied using models and methods of economic and mathematical model-
ing [1, 4, 6, 16, 19, 36–40]. One of the important approaches to solving such prob-
lems is network economic and mathematical modeling, the results of which are 
presented, for example, in the works [5, 11, 12, 23, 24, 28, 33].

Based on the given brief review of the most typical works related to this study, 
the following conclusions can be made:

	1.	 The problems of economic and mathematical modeling of the management of 
the implementation the MP of the DIES are relevant and complex;

	2.	 To solve the problems of managing the implementation the MP of the DIES, the 
presence in the complex of several levels of management, several technologies 
for its implementation, several agents for managing system objects is not taken 
into account;

	3.	 In the DIES models for assessing the quality of project implementation there are 
no formalizations in the form of a multi-criteria (vector) objective function 
defined on the system parameters;

	4.	 In the DIES models the organization of information and control links between 
objects and agents of the system is not formalized;

	5.	 In the scientific literature there is no application of network economic and math-
ematical modeling tools for solving problems of process optimization 
within DIES.
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3 � Methodology

Modeling of the processes of implementation the MP of the DIES involves the 
development of a special economic-mathematical apparatus that takes into account 
the features of the objects and processes under consideration. In this case, the devel-
opment of economic-mathematical models for managing the implementation of 
complex multiparameter dynamic systems is carried out in two main directions - 
stochastic and deterministic. Very often, stochastic modeling tools are used to 
develop such models, without taking into account the rather strict requirements that 
are imposed on the objects of modeling and the conditions of their functioning (see, 
for example, [39]). At the same time, studies of the processes of managing complex 
production systems show that the requirements that are necessary for the implemen-
tation of objects in stochastic modeling are usually not met.

One of the important areas of economic and mathematical modeling of the pro-
cesses of implementation of various socio-economic, technical, military and other 
complex projects is network mathematical modeling. It should be noted that the 
models and methods of network mathematical modeling have been well studied and 
the results of such studies are presented in a huge number of scientific and educa-
tional works (see, for example, works [5, 6, 11, 12, 23, 24, 28, 33]). Network math-
ematical modeling allows one to clearly present a set of APs of the DIES, the 
implementation of which allows one to implement the MP of the DIES in the opti-
mal time period and to form a calendar schedule [33] for the execution of all APs of 
the DIES. It should be noted that the conditions for the application of network math-
ematical modeling are not burdensome for systems of the DIES type and are reduced 
to standard properties for the AP forming the MP of the DIES and are described, for 
example, in works [4–6].

For the problem of implementing the MP of the DIES studied in this article, the 
methodology of deterministic network economic-mathematical modeling presented 
in the works [1, 4–6] is used, which allows taking into account the presence of APs 
of the DIES forming the MP of the DIES and the corresponding objects implement-
ing their realization, and the presence of information and control links between 
agents and objects of the DIES, the existing conditions and restrictions on the 
implementation of the parameters of the MP of the DIES and the APs of the DIES, 
objective functions for the agents of the DIES and the presence of several levels of 
control of the processes considered in the system.

The use of the network economic-mathematical modeling methodology allows 
us to study the problems of optimizing the management of the implementation of 
the MP of the DIES and the APs of the DIES as a whole with respect to a given vec-
tor objective functions with the possibility of using several technologies for imple-
menting the MP of the DIES within the framework of the considered DIES. The 
formed network model can serve as a basis for developing a corresponding com-
puter software system for information support and management of the DIES, which 
is necessary for implementing support for making management decisions by man-
agers at various levels.
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In this article, to describe the process of optimization of the management of the 
implementation of the MP of the DIES, a new formalization has been developed in 
the form of a two-level multi-agent hierarchical network economic-mathematical 
model in the presence of several technologies for its implementation and corre-
sponding vector objective functions for assessing their quality. This formalization is 
based on the results of works [1, 4–6] and the article is adjacent to studies [2, 
3, 7–26].

4 � Results

4.1 � Structure and Information Links Between Objects 
of a Multi-Agent Digital Industrial Ecosystem

The article examines the proposed two-level multi-agent hierarchical network 
economic-mathematical model of the DIES, which describes the processes of 
implementing the MP of the DIES, with the possibility of using a set of admissible 
technologies for its implementation and corresponding vector objective functions 
for assessing their quality. Each admissible technology for implementing the MP of 
the DIES consists of a set of APs of the DIES. In this case, the MP is implemented 
by the main production enterprise (MPE)—Object I, managed by Agent P, in coop-
eration with n auxiliary production enterprises (APEs)—Objects IIi, 
i n n1 12, , , ,  (n ∈ N; hereinafter, N is the set of all natural numbers), imple-
menting the APs and managed by the corresponding auxiliary Agents Ei (economic 
entities in charge of the corresponding production enterprises), subordinate to 
agent P.

Management entities have their own goals and information support tools for 
making management decisions.

It is assumed that the multi-agent CPES considers the implementation of the MP 
in the presence of various technologies for its implementation with the correspond-
ing vector objective functions for assessing their effectiveness. To solve this prob-
lem, it is proposed to use network economic and mathematical modeling [5, 6, 11, 
12, 23, 24, 28, 33], which allows formalizing the presence of several technologies 
for implementing the MP of the DIES and the corresponding vector objective func-
tions for assessing their quality.

When solving the problem under study, at the first stage, for each admissible 
technology for implementing the MP of the DIES, a corresponding optimal network 
model is formed [33] and on their basis, the optimal technology for implementing 
the MP of the DIES is selected relative to the specified vector objective function. At 
the second stage, for the found optimal technology for implementing the MP of the 
DIES and the corresponding optimal network model, the optimal time period for its 
implementation and the optimal calendar schedule for implementing the project as 
a whole are calculated. Taking into account the available information about the 
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capabilities of the MPE and APEs for implementing the MP of the DIES and APs of 
DIES, respectively, Agent P forms a team under its command consisting of Object 

I and Objects IIi, controlled by the corresponding auxiliary Agents Ej, j J n1, , 
which is capable of implementing the optimal technology for implementing the MP 
of the DIES.

Based on the generated optimal schedule for the implementation of the MP of the 
DIES, data are generated for the implementation of the APs of the DIES, which are 
transferred to Agents Ej, j ∈ J. Using this data, each Agent Ej, j ∈ J, generates the 
corresponding optimal network models of the APs of the DIES implementation, 
which are executed by the APE of the DIES controlled by the Agent Ej, and on their 
basis develops schedules for their implementation. Thus, the development of a 
model for optimizing the management of the implementation of the MP of the DIES 
is based on procedures that use the presence of information and control links 
between the Agents of the DIES. Such procedures involve the formation of sets of 
admissible positions of the MP of the DIES and APs of the DIES management pro-
cesses corresponding to the generated network models and schedules of their 
implementation.

The paper describes a new method for formalizing and optimizing the manage-
ment of the implementation of the MP of the CPES in the form of a two-level multi-
agent hierarchical network economic-mathematical model that takes into account 
the presence of several technologies for implementing the MP of the DIES and 
corresponding vector objective functions for assessing of their quality.

4.2 � Two-Level Multi-Agent Hierarchical Network Model 
for Implementing a Digital Industrial Ecosystem Project

A new method for formalizing and solving the problem of optimizing the manage-
ment of the process of implementing the MP of the DIES using the optimal technol-
ogy from the class of admissible ones and in the presence of corresponding vector 
objective functions for assessing their quality can be presented in the form of a 
methodology, the implementation of which is carried out in the form of the follow-
ing finite sequence of one-step operations.

	 1.	 A given integer time interval is considered—hereinafter, simply an interval 

0 01,T T, , ,  (T ∈ N; where, for example, a time period t T∈0,  is a month, 
quarter, year, etc.).

	 2.	 A natural number n is introduced that determines the number of APE of the 
DIES—Objects IIi, i n∈1, , implementing s APs of the DIES over time interval 
0,T  under the control of corresponding auxiliary Agents Ei (s ∈ N, s ≥ n ), and 
each APE of the DIES implements at least one AP of the DIES.

	 3.	 Agent P and the MPE of the DIES—Object I, and the set of APEs of the DIES—
Objects IIi and Agents Ei, i n∈1, , form the first (dominant) level of the control 
system for realization of the MP of the DIES.
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	 4.	 The set of APEs of the DIES—Objects IIi and Agents Ei, i n∈1, , form the sec-
ond (subordinate) level of the control system for realization of the APs of 
the DIES.

	 5.	 To implement the MP of the DIES, Agent P forms a tuple U = {U1, U2, …, Ul} 
that describes—initial data, constraints, acceptable technological solutions, 
parameters of the objective functions, and final results (l ∈ N).

	 6.	 An array TP(U) = {TP1, TP2, …, TPr} of admissible technologies is introduced 
that allow the implementation of the considered MP of the DIES, satisfying the 
specified conditions-constraints U = {U1, U2, …, Ul} (r ∈ N).

	 7.	 For each admissible k-th technology TPk  ∈  TP(U) k r1, , an array 
BR TP R TP R TP R TPk k k m kk1 2, , ,  of APs of the DIES is introduced 
that implements it (mk ∈ N).

	 8.	 For each array BR TP R TP R TP R TPk k k m kk1 2, , ,  k r1,  of APs of 
the DIES, a corresponding set of quality criteria (functionalities) 
Fk

k k kF F F1 2, , ,  is introduced (τ  ∈  N), evaluating the results of the 
implementation of the considered MP of the DIES, where Fj

k : 
R R3 1 1mk j , , and is, for example, a linear or convex function.

	 9.	 For each array BR TP R TP R TP R TPk k k m kk1 2, , ,  k r1,  of APs of 

the DIES and the corresponding set of functionals Fk
k k kF F F1 2, , ,

—vector objective function, the goal of the Agent P in managing the process of 
implementing the MP of the DIES is the maximization (minimization) of this 
functional.

	10.	 Each j-th AP of the DIES Rj(TPk) ∈ ВR(TPk) j mk1,  corresponds to a data 

array—a real matrix 1,

1,3

( )
∈

∈

=
l pkj

m

kj
kj lmA a  (pkj ∈ N), in which the values of the set 

of elements a a al
kj

l
kj

l
kj

1 2 3, ,  of each l-th row l pkj1,  are respectively equal to 

the duration, cost and quality of the possible l-th variant of implementing the 

given j-th AP of the DIES (their values are real dimensionless quantities), i.e. 
the number of rows of this matrix pkj is equal to the number of different accept-
able variants of implementing the AP of the DIES under consideration.

	11.	 Based on the available data, a solution to the following vector optimization 
problem is found.

Problem 1  For each k-th technology TPk ∈ TP(U) k r1,  of the implementation 

of the MP of the DIES and the corresponding to it the set of matrices ( )
1,m

1,3

kj

kj
l pkj l

m

a ∈

∈

=A ,  

j mk∈1,  (pkj  ∈  N), and a set of numbers k

1,
 such that 1, : 

k k0 1
1

, it is required to find a matrix ( ) ( )
1,

1,3

k

e ek
k jm j m

m

b
∈

∈

=B  whose ele-

ments are the solution to the optimization problem for maximum (minimum) with a 

scalarized objective vector function ( ) ( ) ( ){ }1 2, , ,k k k
k F F Fτ= …F  (see, for example, 

[38]), namely, satisfy the following optimality condition:
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F Fk

e
k l

kj

l

kj

l

kj

j m

a a a
j
e

j
e

j
e

k
1 2 3

1

, ,
, 	

	 1
1 2 3

1

k k

l

kj

l

kj

l

kj

j

a a a
j
e

j
e

j
eF , ,

,mmk 	

	
min
, , ,l l l l p p p

k k
l

mk k k kmk

a
1 2 1 21 1 1 1, , ,

F
jj j j

k

kj
l
kj

l
kj

j m
a a1 2 3

1
, ,

,
,
	

(1)

and the scalar value Fk
e  is the optimal result for Agent P when implementing the 

k-th technology TPk ∈ TP(U) k r1, .

Note that the matrix ( ) ( )
( )
( )

1, 1,

1,3 1,3

e
k kj

e ek kj
k jm j m j ml m

m m

b a
∈ ∈

∈ ∈

= =B  contains data on all mk APs of 

the DIES that determine the k-th technology TPk ∈ TP(U) k r1,  and that are 

optimal with respect to the selected three indicators for each AP of the DIES, and to 

the scalarized vector objective function Fk
k k kF F F1 2, , , .

	12.	 Based on the solution of r Problems 1, the following problem is solved.

Problem 2  Among all admissible technologies TP(U) = {TP1, TP2, …, TPr} for the 
implementation of the considered MP of the DIES and a given set of vector objec-
tive functions Fk

k k kF F F1 2, , , , k r∈1, , from the solution of r optimization 
Problems 1, it is required to find at least one technology TP e

k
TP e TP U , 

k re eI 1, , which satisfies the following optimality condition:

	
K e e e e

k r
k
e

k
k k r e: , min ,

,
1

1
,F F F

	
(2)

where k TPe e e

k eK TP U:TP , and k r1, , the value Fk
e  is deter-

mined from the solution of the corresponding Problem 1.
We will call the set of technologies TP e

k
TP e TP U , k(e) ∈ K(e), the set of 

optimal technologies, and the number F Fe

k e —the optimal value of the result 

for the implementation of the considered MP of the DIES.
Note that from the solution of Problem 1 for a specific k(e) ∈ K(e) one it follows 

that the matrix ( )
( )

( )( )
( )

( )

( )( )
( )1, 1,

1,3 1,3

e e

e e
e ejk k

ek k je
jm j m j mk l m

m m

b a
∈ ∈

∈ ∈

= =B  contains all the data that are 

required to describe all the APs of the DIES necessary for the implementation of a 
specific optimal technology TP e

k
TP e TP U .

	13.	 Agent P makes a choice of a specific optimal technology TP
k e TP U  cor-

responding to a specific value k(e) ∈ K(e).

	14.	 Then, for a set of APs BR TP
k e = R TP R TP R TP

k k m ke e
k
e

e1 2, , ,  

(k(e)  ∈  K(e)) of the DIES corresponding to the formed optimal technology 
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TP e

k
TP e TP U , in accordance with the rules for constructing a network 

model [33], the problem of network modeling [33] is solved—the formation of 

an optimal network model WM WMe

i i i
WM WMe 1,

 corresponding 

to it for the considered MP of the DIES (where β ∈ N; i 1, : WMi is an 
admissible network model corresponding to the optimal technology TP(e)).

	15.	 For the formed network model WM e

i
WM e  i e 1, , based on the found 

critical path, which determines the optimal (critical) time period for the imple-

mentation of the MP of the DIES, and data from the matrix ( )
( )

( )( )
( )1,

1,3

e

e
e

k

eke
jm j mk

m

b
∈

∈

=B ,  

the problem of calendar planning [33] is solved—the formation of an optimal 

calendar schedule [33] TG TG TGe

k k k r
TG e 1,

—a description of the 

deadlines for the execution of all optimal APs R(TP(e)) = {R1(TP(e)), R2(TP(e)), 
…, Rs(TP(e))} of the DIES that form the network model WM(e), in the form of a 
Gantt chart (diagram) [33] or in the form of a corresponding data table (where 

s ∈ N :  s ≥ n; k r k1, :TG  is the calendar schedule corresponding to the imple-

mentation of the k-th admissible technology TPk ∈ TP(U)).
	16.	 Based on the generated optimal set of APs R(TP(e)) = {R1(TP(e)), R2(TP(e)), …,  

Rs(TP(e))} of the DIES (s ∈ N : s ≥ n) and the available data on the capabilities 
of the APEs included in the DIES, Agent P forms a team consisting of n(e) 
Objects I and IIj, controlled respectively by Agents P and Ej, j J n1, , which 
has the capabilities and resources to fully implement this set of APs of the DIES 
within the specified time periods determined by the generated calendar sched-
ule TG(e).

	17.	 Let the set of APs R TP TP TP TPe e e
s

eR R R1 2, , ,  

⊆R(TP(e)) of the DIES consist only of those APs, defined by R(TP(e)), which can 
be implemented by the MPE, i.e. by Object I, in specified time periods deter-
mined by the generated calendar schedule TG(e).

	18.	 Agent P generates a calendar schedule T G
˜ ˜ e

 corresponding to the optimal set 

of APs R TP TP TP TPe e e
s

eR R R1 2, , , ˜  of the DIES, which 

is described by the data set 
( ) ( ) ( )

˜

˜ ˜ ˜ ˜ ˜ ˜

1,

,
e e e

j j

j s∈

  =  
  

T G T B T E , where T B
˜ ˜

j

e

 is the 

earliest acceptable deadline, and T E j

e

 is the latest acceptable deadline for the 

execution of the j-th AP R j
eTP .

	19.	 Based on the calendar schedule TG
e

 for the APs of the DIES from the set 

R TP e , Agent P forms a set of corresponding network models 
( )

˜

˜ ˜

1,

e

j

j s∈

  
 
  
W M  
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for execution in the specified optimal timeframes 
( ) ( )

˜

˜ ˜ ˜ ˜

1,

,
e e

j j

j s∈

  
 
  
T B T E  of the 

APs R j
e

˜

TP , j s1, , prescribed to him.

	20.	 Agent P, based on a set of network models W M j

e

j s1,

 and the corresponding 

prescribed deadlines T B T Ej

e

j

e

j s

,
1,

 for the execution of each AP R j
e

˜

TP  

of the DIES, j s1, , based on the found critical path and data from the matrix 

( )

( ) ( )( )
( )

˜ ˜
1,

1,3

e

ee k

e ek
j m

k jm
m

b ∈

∈
=B  corresponding to the AP R j

e
˜

TP , solves the problem of 

scheduling—the formation of an optimal (critical) time period T
˜

j

e

 for the exe-

cution of the j-th AP R j
e

˜

TP , and optimal schedule T G
˜ ˜

j

e

—a description of 
the deadlines for the execution of all operations included in this AP and forming 

the network model W M
˜ ˜

j

e

, in the form of a Gantt chart (diagram) or in the form 
of a corresponding data table.

Note that the implementation of all APs R j
e

˜

TP  of the DIES, j s1, , controlled 

by Agent P, is carried out in the optimal time T(e).

	21.	 Let the set of APs R TP TP TP TPe e e
s

eR R R1 2, , ,  R(TP(e)) 

of the DIES consist only of those APs of the DIES, defined by R(TP(e)), which 
cannot be realized by the MPE, i.e. by Object I, and therefore it is true: 

R TP R TP R TPe e e
˜

; s s s . It is assumed that each j-th Object 

IIj (j  ∈  J), realizes the set of APs Rk
e

k K j

TP  of the DIES 

K s K sj
j

J

j1 1
1

, ,,  under the control of the j-th Agent Ej (j ∈ J) subordinate 

to Agent P, and has the ability and resources to fully realize them within in 
specified time periods determined by the generated calendar schedule TG(e).

	22.	 Agent P forms a calendar schedule corresponding to the optimal set of APs 

R TP TP TP TPe e e
s

eR R R1 2, , ,  of the DIES, which is 

described by the data set TG TB TEe
j
e

j
e

j s
,

1,
, where TBj

e  is the earliest 

acceptable deadline, and TE j
e  is the latest acceptable deadline for the execution 

of the j-th AP Rj
eTP  of the DIES, j s∈1, .

	23.	 Based on the calendar schedule TG e , each Agent Ej, j ∈ J, forms a set of cor-

responding optimal network models WMk
e

k K j

 for execution within the opti-

mal timeframes TB TEk
e

k
e

k K j

,  specified by Agent P for the execution of the 

APs Rk
eTP  of the DIES, k ∈ Kj, prescribed to him.
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	24.	 Each Agent Ej, j ∈ J, based on a set of network models WMk
e

k K j

 and the cor-

responding specified deadlines TB TEk
e

k
e

k K j

,  for the execution of the AP 

Rk
eTP  of the DIES, k ∈ Kj, based on the found critical path and data from 

the matrices ( )
( )

( )( )
( )1,

1,3

e

e
e

k

eke
jmj mk

m

b
∈

∈

=B  corresponding to the AP Rk
eTP  of the DIES, 

solves the problem of scheduling—the formation of the optimal (critical)  

time period Tk
e  for the execution of the k-th AP, the optimal calendar schedule 

TGk
e —a description of the deadlines for the execution of all operations included 

in this AP and forming the network model WMk
e , in the form of a Gantt chart 

(diagram) or in the form of a corresponding data table.

Note that the implementation of all AP Rk
eTP  of the DIES, k ∈ Kj, controlled by 

Agents Ej, j ∈ J, is carried out in the optimal time period T(e) prescribed by Agent P.

	25.	 Agent P generates the obtained optimal results for control level I in the  
form of data tuples: {TP(e), R(TP(e)), WM(e), TG(e), T(e)}, 

T P R TP W M TG T
e

e
e e e

, , , ,  and Rk
e

k
e

k
e

k
e

k K j

TP WM TG T, , , ,  

j ∈ J.
	26.	 Agents Ej, j ∈ J, generate the obtained optimal results for control level II in the 

form of a set of data tuples Rk
e

k
e

k
e

k
e

k K j

TP WM TG T, , , , j ∈ J.

	27.	 The obtained results are displayed in a form convenient for use by Agents P, 
and Ej, j ∈ J.

Taking into account the description of the proposed new method of optimal man-
agement of the implementation of the MP of the DIES in the form of a two-level 
multi-agent hierarchical network economic-mathematical model, taking into 
account the presence of several technologies for the implementation of the MP of 
the DIES and corresponding vector objective functions for assessing of their quality, 
it can be shown that the following statement is true.

Statement 1  Let the time interval 0,T , and the tuple U = {U1, U2, …, Ul} describing 
the initial data, constraints, admissible technological solutions in the form of an 
array of technologies TP(U) = {TP1, TP2, …, TPr}, parameters of the set of vector 

objective functions Fk
k k kF F F1 2, , , , k r∈1, , and a final results necessary for 

the implementation of the MP of the DIES be given. Then, from the description of 
the proposed methodology and the results of the works [1, 4–6], it follows that the 
formation of optimal results by Agents P and Ej, j ∈ J, for control levels I and II, in 
the form of data tuples {TP(e), R(TP(e)), WM(e), TG(e), T(e)}, 

T P R TP W M TG T
e

e
e e e

, , , , , and Rk
e

k
e

k
e

k
e

k K j

TP WM TG T, , , , 
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j ∈  J, is carried out by implementing a finite set of operations that allow their 
algorithmization.

The proposed method for solving the problem under consideration is based on 
the results presented in [1, 4–6] and the developed methodology for finding a solu-
tion to the problem under consideration is implemented in the form of a finite 
sequence of one-step operations that allow their algorithmization. The results 
obtained can serve as a basis for developing methods for optimizing the manage-
ment of the implementation of the MP of the DIES using feedback, as well as for 
solving practical problems within the framework of specific DIES.

It should be noted that, based on the proposed methodology for solving the con-
sidered problem of optimizing the implementation of the MP of the DIES in the 
presence of several acceptable technologies for its implementation and correspond-
ing vector objective functions for assessing of their quality, it is possible to develop 
numerical algorithms for creating computer applications that allow implementing 
support for decision-making by managers of manufacturing enterprises.

5 � Discussion

It should be noted that in the scientific literature there are no works that propose 
deterministic economic and mathematical models for the implementation of proj-
ects within the framework of the DIES that take into account the interests of all 
agents who participate in their implementation. The results presented in this article 
fill this gap and can serve as a basis for further research in this direction. As a tool 
for the proposed formalization of the initial problem, the paper uses the apparatus 
of network economic and mathematical modeling, which is the most adequate to the 
real processes of implementing projects in the DIES.

In this paper, the proposed economic and mathematical model for solving the 
problem under study of implementing the MP of the DIES in the presence of sev-
eral acceptable technologies for its implementation and the corresponding vector 
objective function for assessing the quality of the process under consideration is 
deterministic. Based on this model, the article describes a constructive method for 
solving it, which can serve as a basis for developing a numerical algorithm and 
creating a corresponding computer application. The creation of such a computer 
application will automate the decision-making process when implementing proj-
ects within specific DIES. In subsequent works, it is planned to specify the pro-
posed economic and mathematical model for specific types of industrial activity 
within the framework of the DIES and present the results of computer modeling 
using meaningful examples.
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6 � Conclusions

The article studies the problem of optimization of the implementation of the DIES 
project in the presence of several admissible technologies for its implementation 
and corresponding vector objective functions for assessing of their quality. For a 
formalized description of the optimization of the management of the DIES project, 
a new formalization is proposed in the form of a two-level multi-agent hierarchical 
network economic-mathematical model in the presence of several technologies for 
its implementation and corresponding vector objective function for assessing of 
their quality. The paper describes a new method for solving the problem under con-
sideration in the form of a constructive methodology, which is implemented in the 
form of one-step operations that allow their algorithmization.

The results obtained in the article are based on the studies [1, 4–6] and the article 
is adjacent to the studies, are adjacent to the results of works [2, 3, 7–26] and can be 
used for computer modeling of the implementation of the projects of the DIES and 
the creation of multi-level intelligent process control systems in economic and tech-
nical multi-parameter systems operating in the presence of risks and information 
uncertainty. Mathematical models of such systems are presented, for example, in 
works [1, 4–6, 11, 12, 16, 19, 23, 24, 28, 33, 36–38, 40].

Acknowledgments  The article was prepared in accordance with the state assignment for the 
Institute of Economics of the Ural Branch of the Russian Academy of Sciences for 2023–2025.

References

1.	Akberdina, V. V., & Shorikov, A. F. (2022). Hierarchical agent-based model of industrial com-
plex management. Manager, 13(6), 2–14. https://doi.org/10.29141/2218-5003-2022-13-6-1

2.	Makarov, V. L., Bakhtizin, A. R., Beklaryan, G. L., & Akopov, A. S. (2021). Digital plant: 
Methods of discrete-event modeling and optimization of production characteristics. Business 
Informatics, 15(2), 7–20. https://doi.org/10.17323/2587-814X.2021.2.7.20

3.	Makarov, V. L., Bakhtizin, A. R., & Sushko, E. D. (2017). Regulation of industrial emissions 
based on an agent-based approach. Economic and Social Changes: Facts, Trends, Forecast, 
6(54), 42–58. https://doi.org/10.15838/esc.2017.6.54.3

4.	Shorikov, A. F. (2006). Methodology of modeling multilevel systems: Hierarchy and dynam-
ics. Journal of Applied Informatics, 1(1), 136–141.

5.	Shorikov, A. F., & Butsenko, E. V. (2015). Construction of a network economic-mathematical 
model for the implementation of the investment design optimization process. Journal of 
Applied Informatics, 10(2), 80–91.

6.	Shorikov, A. F., & Butsenko, E. V. (2017). Forecasting and optimization of investment design 
management results. URSS–LENAND.

7.	Adner, R. (2017). Ecosystem as structure: An actionable construct for strategy. Journal of 
Management, 43(1), 39–58. https://doi.org/10.1177/0149206316678451

8.	Akberdina, V. V., & Romanova, O. A. (2021). Regional aspects of industrial development: A 
review of approaches to the formation of priorities and regulatory mechanisms. Economy of 
Regions, 17(3), 714–736. https://doi.org/10.17059/ekon.reg.2021-3-1

Network Modeling Method for Optimizing the Management of Digital Industrial…

https://doi.org/10.29141/2218-5003-2022-13-6-1
https://doi.org/10.17323/2587-814X.2021.2.7.20
https://doi.org/10.15838/esc.2017.6.54.3
https://doi.org/10.1177/0149206316678451
https://doi.org/10.17059/ekon.reg.2021-3-1


190

9.	Asen, R., & Blechschmidt, B. (2016). Making digital real and rewarding. Cognizanti, 
9(1), 2–13.

10.	Barbati, M., Bruno, G., & Genovese, A. (2012). Applications of agent-based models for opti-
mization problems: A literature review. Expert Systems with Applications, 39(5), 6020–6028. 
https://doi.org/10.1016/j.eswa.2011.12.015

11.	Bryde, D.  J. (1995). Establishing a project organization and a project management process 
for telecommunications project management. International Journal of Project Management, 
13(1), 25–31. https://doi.org/10.1016/0263-7863(95)95700-N

12.	Cleland, D.  L., & Ireland, L.  R. (2006). Project management (5th ed.). McGraw-Hill 
Professional.

13.	Cheng, W., & Xiao-Bing, L. (2013). Integrated production planning and control: A multi-
objective optimization model. Journal of Industrial Engineering and Management, 6(4), 
815–830. https://doi.org/10.3926/jiem.771

14.	Gamidullaeva, L., Shmeleva, N., Tolstykh, T., & Shmatko, A. (2022). An assessment approach 
to circular business models within an industrial ecosystem for sustainable territorial develop-
ment. Sustainability, 14, 704. https://doi.org/10.3390/su14020704

15.	Kalenov, O. E. (2022). Digital ecosystems of organizations. Vestnik of the Plekhanov Russian 
University of Economics, 19(1), 139–147. https://doi.org/10.21686/2413-2829-2022- 
1-139-147

16.	Kantorovich, L. V., & Gorstko, A. B. (1972). Optimal solutions in economics. Nauka.
17.	Khomenko, E. B. (2021). Infrastructure of entrepreneurship in the context of digital transfor-

mation. Science and Business: Development Paths, 4(118), 191–194.
18.	Lenfle, S. (2008). Exploration and project management. International Journal of Project 

Management, 26(5), 469–478. https://doi.org/10.1016/j.ijproman.2008.05.017
19.	Makarov, V.  L. (2009). Review of mathematical models of economy with innovations. 

Economy and Mathematical Methods, 45(1), 3–14.
20.	Margineanu, C., & Lixandroiu, D. (2021). Optimization of industrial management processes. 

IOP Conference Series: Materials Science and Engineering, 1009, 012039. https://doi.org/1
0.1088/1757-899X/1009/1/012039

21.	Novikova, T. S., & Tsyplakov, A. A. (2020). Social policy in a multi-industry agent-oriented 
model. Economic and Social Changes: Facts, Trends, Forecast, 13(3), 129–142. https://doi.
org/10.15838/esc.2020.3.69.9

22.	Peltoniemi, M. (2006). Preliminary theoretical framework for the study of business ecosys-
tems. Emergence: Complexity and Organization, 8(1), 10–19.

23.	Tonnquist, B. (2016). Project management. Sanoma Utbildning.
24.	Walker, A. (2015). Project management in construction (6th ed.). John Wiley & Sons.
25.	Windrum, P., Fagiolo, G., & Moneta, A. (2007). Empirical validation of agent-based mod-

els: Alternatives and prospects. Journal of Artificial Societies and Social Simulation, 10(2), 8. 
https://doi.org/10.1017/9781108227278.009

26.	Wooldridge, M., & Jennings, N. (1995). Intelligent agents: Theory and practice. Knowledge 
Engineering Review, 10(2), 115–152. https://doi.org/10.1017/S0269888900008122

27.	Akberdina, V.  V., & Vasilenko, E.  V. (2021). Innovation ecosystem: Review of the 
research field. Russian Journal of Economic Theory, 18(3), 462–473. https://doi.
org/10.31063/2073-6517/2021.18-3.10

28.	Pollack, J. (2007). The changing paradigms of project management. International Journal of 
Project Management, 25(3), 266–274. https://doi.org/10.1016/j.ijproman.2006.08.002

29.	Zhang, C., & Chen, Y. (2020). A review of research relevant to the emerging industry trends: 
Industry 4.0, internet of things, blockchain, and business analytics. Journal of Industrial 
Integration and Management, 5(1), 165–180. https://doi.org/10.1142/S2424862219500192

30.	Beerepoot, N., & Lambregts, B. (2015). Competition in online job marketplaces: Towards a 
global labour market for outsourcing services? Global Networks, 15(2), 236–255. https://doi.
org/10.1111/glob.12051

A. F. Shorikov

https://doi.org/10.1016/j.eswa.2011.12.015
https://doi.org/10.1016/0263-7863(95)95700-N
https://doi.org/10.3926/jiem.771
https://doi.org/10.3390/su14020704
https://doi.org/10.21686/2413-2829-2022-1-139-147
https://doi.org/10.21686/2413-2829-2022-1-139-147
https://doi.org/10.1016/j.ijproman.2008.05.017
https://doi.org/10.1088/1757-899X/1009/1/012039
https://doi.org/10.1088/1757-899X/1009/1/012039
https://doi.org/10.15838/esc.2020.3.69.9
https://doi.org/10.15838/esc.2020.3.69.9
https://doi.org/10.1017/9781108227278.009
https://doi.org/10.1017/S0269888900008122
https://doi.org/10.31063/2073-6517/2021.18-3.10
https://doi.org/10.31063/2073-6517/2021.18-3.10
https://doi.org/10.1016/j.ijproman.2006.08.002
https://doi.org/10.1142/S2424862219500192
https://doi.org/10.1111/glob.12051
https://doi.org/10.1111/glob.12051


191

31.	Kusiak, A. (2018). Smart manufacturing. International Journal of Production Research, 
56(1–2), 508–517. https://doi.org/10.1080/00207543.2017.1351644

32.	Madejski, J. (2007). Survey of the agent-based approach to intelligent manufacturing. Journal 
Of Achievements In Materials and Manufacturing Engineering, 21(1), 67–70.

33.	Taha, H. A. (2007). Introduction to operations research. Williams Publishing House.
34.	Aksyonov, K., Bykov, E., Aksyonova, O., Goncharova, N., & Nevolina, A. (2017). Multi-agent 

simulation of the resource conversion processes with the sample application to the logisti-
cal problem. In UKSim-AMSS 11th European Symposium on Mathematical Modelling and 
Computer Simulation (pp. 177–181). IEEE. https://doi.org/10.1109/EMS.2017.39

35.	Billari, F. G., Fent, T., Prskawetz, A., & Scheffran, J. (2006). Agent-based computational mod-
elling: Applications in demography, social, economic and environmental sciences (contribu-
tions to economics). Physica-Verlag. https://doi.org/10.1007/3-7908-1721-X

36.	Emelyanov, A. A., Vlasova, E. A., & Duma, R. V. (2014). Simulation modeling of economic 
processes. Finance and Statistics.

37.	Kleiner, G. B., & Rybachuk, M. A. (2017). Systemic balance of the economy. Scientific Library.
38.	Lotov, A. V. (1984). Introduction to economic and mathematical modeling. Nauka.
39.	Pervozvansky, A. A. (1975). Mathematical models in production management. Nauka.
40.	Ter-Krikorov, A. M. (1977). Optimal control and mathematical economics. Nauka.

Network Modeling Method for Optimizing the Management of Digital Industrial…

https://doi.org/10.1080/00207543.2017.1351644
https://doi.org/10.1109/EMS.2017.39
https://doi.org/10.1007/3-7908-1721-X


193© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2025
F. Tao et al. (eds.), Artificial Intelligence and Digital Transformation, Lecture 
Notes in Information Systems and Organisation 78, 
https://doi.org/10.1007/978-3-032-00118-4_11

Reference Architecture to Exploit Data 
as a Product Through the Cloud-Edge 
Continuum

Nima Rahmani Choubeh , Walter Quadrini , Danish Abbas Syed , 
Riccardo Zanetti, Angelo Marguglio , and Luca Fumagalli 

Abstract  The Internet of Things (IoT) computational power and storage require-
ments are constantly increasing, implying a subsequent rise in the amount of data 
created by devices at the edge of the network. While cloud computing has been a 
well-established method of purchasing services for many applications, it may not be 
enough to handle the amount of data from IoT devices while simultaneously 
addressing the heterogeneous application needs. The Cloud-Edge-IoT (CEI) con-
tinuum, where sensor networks and data coexist with cloud and edge resources, 
appears then to be a suitable solution to address future data-intensive applications. 
CEI continuum employs edge computing, cloud computing, and the IoT to boost the 
Industrial IoT (IIoT) development. However, the distributed nature requirements of 
digital manufacturing present difficulties for typical cloud-centric techniques: to 
address some of these issues, an analysis of current Reference Architectures (RAs) 
has been performed. Consequently, the opportunity for a new RA has been dis-
cussed, leading to include capabilities supposed to mitigate some CEI continuum 
issues, among which the concept of “Data as a Product”, supported by specific Data 
Container. In addition, it has been noticed how Federated Learning services can 
improve privacy and security issues, as well as computing effort of the CEI.
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1 � Introduction

Modern Cyber-Physical Production Systems (CPPSs) are based on composition of 
systems and components from different suppliers that need to exchange data and 
integrate services seamlessly at run time [1]. Big data enables industrial firms and 
organizations to interact and generate new value from data [2]. The IoT allows inter-
connected industrial devices to sense and control processes, generate data, and 
interact with each other [3]. Capturing, processing, and analysing large amounts of 
data from these devices can help companies managing resources, optimizing opera-
tions, understanding market demand, and developing business intelligence and ana-
lytics [4]. As this strategy is being pursued, mobility support, geo-distribution, as 
well as location awareness and low-latency have all become requirements that the 
resource infrastructure should support [5]. Recent advancements in end devices and 
edge computing have resulted in a new paradigm known as the Cloud-Edge-IoT 
(CEI) continuum [6]. Fog computing, combined with traditional cloud computing, 
offers an inherently distributed infrastructure—referred to as the cloud-to-edge con-
tinuum—that can be used for the execution of low-latency and location-aware the 
IoT services [5]. Data processing can happen primarily at the edge, while the cloud 
would only be accessed when the edge resources do not suffice. Fog computing 
builds on this idea and extends it by combining and using the different layers of 
compute, storage and network resources distributed across the edge and the cloud, 
which are commonly referred to as the cloud-to-edge continuum [7]. This approach 
has been enabled mainly by economic factors, such as the spread of cloud comput-
ing business realities offering computational services with fees lower than the tradi-
tional server hosting, and by the increase of Application to Program Interfaces 
(APIs) disseminated at the different software modules composing these solutions 
[8]. In addition, the savings on these fees implied by the on-premises allocation of 
some of these computations led the practitioners’ community to investigate soft-
ware architecture aimed at localizing, as most as possible, the required operations, 
leaving on the cloud the ones strictly needing the cloud-related requirements (such 
as the data input from different sources, e.g., the so-called “federated learning”). 
This approach, furtherly fostered by the technological evolution of the CPPSs and 
of the so-called edge nodes (computational units located on the field) allows to 
instantiate control and monitoring loops closer to the process under control, decreas-
ing the time constants while preserving the data analytics-related features enabled 
by the cloud computing.

From a functional point of view, these architectures include multiple layers of 
computing and data processing, reflecting the evolving dynamics of data genera-
tion, processing, and analysis, with each layer having specialized functions and 
requirements [6]. Cloud computing is at one end of the continuum and often repre-
sents centralized servers, providing vast scalability, storage capacity, and processing 
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power. Proceeding towards the middle, where edge computing comes into play, data 
is processed closer to its source, which is typically constituted by computing devices 
that are operating at the edge of the network, to lower latency, improve real-time 
processing, and increase application responsiveness. The Industrial Internet of 
things (IIoT) can be seen at the far end, where an endless number of linked devices 
produces and sends data to cloud servers and to the edge [6]. The IIoT systems 
leverage on edge computing to preprocess and filter data before sending them to the 
cloud for further analysis. The Cloud-Edge-IoT continuum shifts from centralized 
to hybrid computing, focusing on adaptability and scalability, including latency. 
Data-driven industrial value networks aim to execute their workflows and business 
processes as quickly and affordably as possible. Rigid and centralized systems and 
technologies fail in the face of the size, complexity, distributed nature of data, and 
need for constant intelligence that digital manufacturing demands. Achieving effi-
cient data analysis is a challenge in the pursuit of data-driven operations [9].

Apart from these considerations, which enable new technical approaches for sys-
tem integrators and software architects, another business-related aspect implied by 
this technological evolution sits in the data themselves, which, cleaned and pro-
cessed at the edge level, immobilize an economic value deriving from the process-
ing invested in these edge-operations regardless of the value deriving by the 
contained information. This aspect led to the concept of “Data as a Product” (DaaP), 
which has been proposed as the fundamental concept to help implementing digital 
continuity across digital threads, data spaces, digital twin workflows, and data pipe-
lines. To maximize the potential of distributed data management solutions imple-
mented to address factory resiliency, the DaaP concept leverages resiliency on top 
of advanced manufacturing digital processes and value ecosystems supporting the 
development and implementation of digital continuity enablers (e.g., distributed 
computing and networking [10], digital thread [11], and digital twins [12]). To sat-
isfy the requirements of this concept, the need for developing reference architec-
tures (software architectures provided as a set of interfaceable logical modules 
typically accomplishing tasks related to data exploitation) has been identified and 
elaborated. To address the shortcomings of centralized learning and local training in 
traditional Cloud-Edge Continuum, this model proposes Federated Learning and 
Services, resulting in decreased data transfer, furthermore, by introducing specific 
Data Containers, a unified representation of data has been offered which can reduce 
the data complexity and interoperability issues while ensuring data privacy and 
security.

This paper has been structured as follows: the analysis of the state of the art as 
well as explaining the steps to depict the proposed reference architecture has been 
discussed in Sect. 2. In addition, innovative toolkits and concepts resulting from the 
RA have been described. Section 3 introduces the proposed RA Computing/
Networking Continuum. Finally, conclusion has been presented in Sect. 4.

Reference Architecture to Exploit Data as a Product Through the Cloud-Edge Continuum
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2 � Proposed Reference Architecture

2.1 � Methodology

The proposed model has been developed in different steps: initially, a thorough 
analysis assesses existing architectures focusing on big data technologies in the 
manufacturing sector. Then, the analysis of various blueprints revealed the need for 
a new architecture to bridge the gap between these starting points and the desired 
objectives. Hence, main motivations and needs for a new reference framework have 
been examined, leading to a new architectural design. Lastly, considerations about 
the effectiveness of the new architecture towards the aforementioned objectives 
have been stated.

�Knowledgeable on State of the Art

The investigation that was carried out to look at existing architectures that concen-
trate on big data technologies and the Industrial Internet of Things among several 
reference frameworks, focused on five industrial blueprints as per a background on 
digital infrastructure related to the digitalisation of manufacturing sector.

The Reference Architecture Model for Industrie 4.0 (RAMI 4.0) [13] is the con-
vergence of multiple stakeholder visions on how Industry 4.0 might be realized, 
based on existing communication standards and functional descriptions [14]. The 
six layers of the vertical axis of RAMI 4.0 define the nature of IT components in the 
so-called “Industry 4.0” (I4.0) business applications, functional aspects, informa-
tion handling, communication and integration capability, and ability of the assets to 
implement I4.0 features [15].

The Industrial Internet Reference Architecture (IIRA) [16] is a standard-oriented 
open architecture for Industrial Internet Systems and aims at extending interopera-
bility in industry and guiding the technology standards development [15]. The main 
IIRA categorization is based on ISO/IEC 42010 [17] standard, introducing the four 
viewpoints Business, Usage, Functional and Implementation [18].

The International Data Spaces Reference Architecture Model (IDS-RAM) [19] 
consists of five layers to establish interoperability and three crosscutting perspec-
tives for reaching its main target, namely, to ensure end-to-end data sovereignty of 
the data owner. The syntactic interoperability is accomplished by the IDS Connectors 
with their standardized interfaces and exchange protocols [18].

The Big Data Value Reference Model (BDV-RM) [20] organises topics accord-
ing to one vertical and one horizontal dimension: while the latter forms a data man-
agement stack, the former contains aspects and challenges. Interoperability, security, 
or composition are only mentioned to a limited extend. BDV-RM provides a com-
prehensive overview of concerns at the intersection of big data and cloud platforms 
[18]. While the IIoT is one use case among RAMI4.0 and IIRA, BDV-RM specifi-
cally distinguishes between static and dynamic data. A comparable view is neither 
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part of RAMI4.0 nor IIRA, even though both discuss the impacts of data streams 
and stream processing. BDV-RM goes further and analyses current gaps and chal-
lenges for dynamic data, formulating a list of necessary advancements [18]. 
Additionally, a more related framework for the IoT sector has further investigated: 
the Internet of Things-Architecture (IoT-A) [21] presents an extensive list of require-
ments on many aspects of the IoT architectures, allowing a categorization of tech-
nologies, protocols and best practices according to the defined layers and 
perspectives. With its focus on achieving interoperability in means of communica-
tion and information exchange, the IoT-A serves as major step towards internet-
based technical integration of heterogeneous systems [18].

�Main Motivations for a New Architecture

Despite efforts in I4.0, standardization issues have not been solved. The challenges 
are indeed not only related to the requirement for data interoperability, but also for 
interoperability of system architectures and dynamic compositions in their interplay 
as well as whole ecosystems [1]. The production domain challenges are emphasized 
by the immature information and communication technologies available for imple-
menting a seamless, open Cloud-Edge-IoT continuum [1, 7, 22]. After investigation 
of the state of the art, it became evident that a novel architectural framework needed 
to be developed to bridge the gap between the existing foundations and the desired 
objectives and ambitions. This disparity can be argued by the four motivations 
listed below.

	1.	 Functional requirement of centrally managing dynamic system configurations 
and decentralized information flows, and authorizations of service compositions 
into applications [1]. Hence, need to reinforce decentralization on infrastruc-
tures, services, and data planes. In the context of federation and distributed sys-
tems, there is a recognized necessity to strengthen decentralization across 
infrastructures, services, and data planes. Decentralization refers to the distribu-
tion of control, authority, and decision-making to multiple entities or nodes in a 
network, rather than relying on a centralized authority: basically, it is a principle 
that promotes resilience, scalability, and autonomy within a federated environ-
ment. Reinforcing decentralization on infrastructures, services, and data planes 
not only enhances fault tolerance and robustness, but also facilitates interopera-
bility among federated entities, e.g., exchanging data as a valuable product.

	2.	 Functional requirement of (pre)processing data and executing advanced data 
analytics functions on the edge and/or in the cloud, balancing and optimizing 
where computation is taking place [1]. Therefore, introducing Digital Continuity 
for computing, networking, and deployment for an exploitation of the digital 
thread, regardless of where data and applications are. It involves the seamless 
integration of digital technologies, systems, and data across different stages, 
such as design, manufacturing, distribution, and maintenance, to ensure the reli-
able and efficient flow of information, knowledge, and resources [23].
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	3.	 Need of exchanging IoT data and other data streams from various sensors and 
systems in a unified and standardized format, supporting rerouting to different 
consumers, e.g., AI [1]. The DaaP concept turns data into an asset that can be 
monetized. Hence, when companies gather and analyse massive amounts of 
data, they start recognizing the value of this data beyond its immediate applica-
tion. This value can include insights, predictive analytics models, and data-
driven consulting services that they can offer to third parties [18].

	4.	 Ease natural convergence between manufacturing and IT operations by integrat-
ing toolkits that cover the entire lifecycle of an industrial data platform, from 
realization (design and development) to commissioning (integration and valida-
tion), and, finally, to operation (management and maintenance) of all software 
artifacts.

�Integration of State of the Art

The reference framework depicted in a previous study [24] has been considered as 
starting point, as part of its layers and vertical dimensions match the first require-
ments. In the meanwhile, the proposed RA tries to address shortcomings in existing 
architectures investigated earlier by considering three elements:

•	 Decentralized, Scalable Data Processing: RAMI 4.0 and IIRA leverage on a cen-
tralized approach, leading to lack of support for distributed computing models 
across cloud, edge, and IoT layers [25]. In addition, IDS-RAM offers secure data 
exchange while missing real-time decentralized processing capabilities. The ini-
tiated RA in this paper integrates the Cloud-Edge-IoT (CEI) continuum perspec-
tive, fostering data processing closer to the edge in comparison to relying on 
centralized cloud architectures. Furthermore, it exploits Federated Learning 
(FL), facilitating training of AI models across multiple distributed nodes while 
maintaining data privacy. Lastly, dynamic system configurations based on com-
putational demand enhance flexibility for resource allocation at edge and cloud 
making it scalable for data processing tasks.

•	 Enhanced interoperability: IIRA and IoT-A fail to establish a unified semantic 
model for data interoperability, making cross-platform data transfer difficult to 
handle [26]. BDV-RM relies on large data management; however, it does not 
specify standardized industrial data sharing means. On the other hand, the pro-
posed RA represents Data Containers (DCs) encapsulating manufacturing data 
into a standardized, self-descriptive container to facilitate sharing, monetization, 
and interoperability while incorporating Data Connection Profiles (DCPs), 
which lead to context-aware data integration without custom development, 
reducing complexity in multi-vendor environments and finally aligning with the 
Digital Factory Alliance (DFA) model, ensuring compliance with European digi-
tal industry standards.

•	 Integration of Cognitive Digital Twins, and Federated Learning for real-time 
decision-making: RAMI 4.0 and IIRA do not include real-time AI-based 
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decision-making frameworks [27] while IDS-RAM does not support AI-driven 
federated analytics to offer decision-making at the edge. The proposed RA 
instead uses Federated Learning Services to train AI models. Additionally, it 
incorporates Cognitive Digital Twins activating real-time monitoring and closed-
loop control of industrial assets while by AI at the edge paves the way for low-
latency decision-making reducing network dependency on cloud processing.

�Reference Architecture Design

This phase encompasses the design process of the architecture (Fig. 1) which is 
made up of four layers and as many vertical dimensions, with a double-headed 
arrow indicating the significance of Digital Continuum in computing and network-
ing. This provides a seamless use of the digital thread, regardless of the location of 
data and applications. All these dimensions work to establish a model creating a 
shared and sovereign data space, represented by the purple area encompassing these 
dimensions. The primary participants engaged in this model are the data consumers 
and producers. Every layer consists of building blocks that represent the provided 
functionality.

�Exploitability for DaaP

DaaP is a read-optimized, standardized, autonomous data unit including at least one 
dataset that has been designed to fulfil customer needs. Data should be adequately 
constructed and maintained in order to assure the value it creates for its users. It also 
needs to meet certain requirements, such as being discoverable, secure, exploitable, 
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understandable, trustworthy, etc. [28]. The RA has been aligned with a well-
established model from the Digital Factory Alliance (DFA) [29] which aims at 
building and nurturing a community connecting manufacturing and digital indus-
tries. From this perspective, keeping RA and the DFA model aligned is essential. 
This mapping is consistent with promoting the RA’s broad implementation and 
exploitation while guaranteeing its efficient adoption and deployment.

2.2 � Relevant Cloud-Edge-IoT Capabilities

�Data Container

Data Containers (DC) provide a standardized format for data assets available in the 
marketplace. DCs encapsulate data generated from manufacturing assets, easing the 
data management and exchange. Specific use cases needs are implemented by Data 
Connection Profiles (DCPs), which enable simple and context-sensitive integration 
between complex systems without any custom development. Thus, the marketplace 
enables users to discover and use data assets, ensuring seamless integration and 
accessibility of data. Data virtualization is one of the key data integration techniques 
used in digital thread management: it provides access to information via a virtual-
ized service layer, offering a unified data view from the different sources, and defin-
ing a unified way for data access from heterogeneous sources. The introduced DCs 
provide access to the data following the DaaP approach while creating an abstrac-
tion layer that hides the underlying complexity from the users. DCs allow applica-
tions to access data in a trusted way, regardless of the location (edge or cloud). The 
DC (Fig. 2) provides data according to the consumer’s requirements in terms of 
format and quality, including considerations about security, privacy, and perfor-
mance. A DC has the following functionalities [30]:

•	 Enable access to the data following the DaaP principles.
•	 Provision of the needed metadata to ease the data usage by the upper layers and 

applications, as well as the implementation of the DaaP features.
•	 Analytics and metadata extraction, which could vary from basic ones to more 

complex ones.
•	 Data transformation to a format suitable for the data recipient.
•	 Composition of processing techniques in pipelines to adapt data to the consum-

er’s requirements.

A DC is composed of the following modules:

•	 REST API providing data access.
•	 Data Transformation module converting data to the requested format.
•	 Data Processing module feeding the lower components. This module may per-

form additional tasks based on the request, such as querying, parsing and filtering.

DC’s objectives aim to:
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Fig. 2  Data container submodules

•	 Process datasets (for analytics and metadata extraction).
•	 Transform data into a more suitable format.
•	 Apply data filtering to extract required information.
•	 Integrate with other blocks of the RA to provide data following the DaaP 

approach regardless of the location (Edge or Cloud) of the data.

�Federated Learning Services

One of the key technologies in the IIoT, Machine Learning (ML), exposes privacy 
and overhead issues in CEI. The amount of data created by various IoT devices has 
increased exponentially. Despite the features of the ML-based models [31], they are 
raising significant concerns related to user privacy and heterogeneity [32]. Several 
regulatory policies highlight the need for user data protection. Federated Learning 
(FL) emerged as a potentially effective method to address these problems: under 
FL, machines can work together to build a model while retaining local training data 
[6]. The capability given by FL services to train machine learning models by lever-
aging on a wide range of datasets by simultaneously offering privacy guarantees, 
allows to realize eXecutable Cognitive Digital Twins (xCDT). In other words, tech-
nologies that can learn, monitor, and forecast the status of a wide range of assets in 
real time using AI and data acquired from diverse (even geographically remote) 
sources. The improvement of data privacy and security is a high-value benefit of 
federated services, as sensitive data are typically contained within the limits of the 
service that originates them. FL tools and platforms leverage on a well-defined 
underlying DaaP toolkits layer to enable this approach for data sharing. This layer 
ensures data quality through specialized cleansing and quality tools that can bring 
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Fig. 3  RA interactions involved in/by FL services

datasets into compliance with pre-established quality standards, as well as the 
interoperability of datasets and algorithms through DC and semantic models. By 
using data sovereignty methods in conjunction with clearing house services, data 
owners retain control over their datasets and the related usage along the whole data 
pipeline (Fig. 3).

3 � RA Computing/Networking Continuum

Fog and edge computing are expected to replace traditional cloud computing for 
large-scale information processing and knowledge extraction. Despite considerable 
potential of fog and edge computing, this expectation could be quite naive leading 
to misinterpreting the interaction of fog, edge, and cloud computing. The computing 
continuum originates by the adoption of fog and edge computing, which are primar-
ily an extension of cloud services towards the data sources [33]. Consequently, low-
latency, privacy-preserving edge computing can be combined with high-performance, 
scalable infrastructure and high cloud reliability. The computing continuum is com-
posed of up of three fundamental layers: endpoint, edge, and cloud. The endpoint, 
also known as the Internet of Things layer, includes the devices or things that sur-
round us. They are connected to the edge network as well as to other devices via 
wired or wireless connections. The edge layer unites edge nodes, which can be any 
device with computational power. It connects to cloud data centers. The cloud layer 
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consists of large-scale data centers controlled by cloud service providers. A cloud 
data center is a physical location that stores and processes data employing comput-
ing, storage, and networking infrastructure [34].

The networking infrastructure is also critical to achieve the digital continuum, 
since it enables the interconnection of data sources hosted in the cloud, edge or 
endpoint systems, and huge networks of intelligent digital twins. Proper planning 
and commissioning of the network infrastructure is therefore required to ensure 
performance in terms of capacity and latency, and advance along the digital con-
tinuum. Current approaches for the planning and commissioning of factories mostly 
consider the computing and networking infrastructure as independent to production 
systems. However, the computing and networking infrastructure must be considered 
as an additional asset of the factory and, as such, the planning and commissioning 
of the computing and networking infrastructure must be done jointly with the rest of 
the factory’s assets with the aim of achieving production targets. The Computing/
Networking Continuum layer will then include the needed tools and solutions for 
the joint planning and commissioning of factory and digital twin fabrics with the 
underlying computing and networking infrastructure which is critical to achieve the 
digital continuum. One key aspect for the design of these tools and solutions is the 
integration of the networking infrastructure in the digital twin fabric of the factory. 
In this context, the Computing/Networking continuum layer of the RA will also 
contain the Asset Administration Shells (AASs) of the networking infrastructure. 
The AASs are used to create fully digital versions or digital twins of a factory’s asset 
[35] and it easies the integration of the communication network into a factory man-
agement and control system [36], which is key to provide the capacity to support a 
digital 4.0 continuum efficiently and resiliently.

4 � Conclusion

Owing to recent developments in ML and cloud computing, the growth of the IoT 
has opened up many opportunities for the development of big data applications in 
recent years. The CEI continuum, where the cloud, edge, network, sensors, and data 
itself coexist, is essential for these data-intensive applications to operate effectively. 
The CEI continuum, despite its potential, faces significant challenges, including 
robustness issues, communication-induced latency, and inconsistent model conver-
gence due to systems and data heterogeneity. However, the distributed nature 
demands for digital manufacturing pose considerable challenges to conventional 
cloud-centric approaches. FL addresses these difficulties by distributing ML activi-
ties across the CEI continuum, combining Edge and IoT layers directly. Implementing 
these methodologies in ML processes, including data security and privacy, is a com-
plex and ongoing research topic. To face these challenges, this paper undertook an 
analysis of existing reference architectures, focusing on big data and the IoT aspects, 
and identified the need for a new RA capable of addressing the complexities of the 
CEI continuum. The proposed RA introduces the concept of DaaP, supported by 
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specific DCs, to enhance data management and interoperability within the CEI 
framework. Furthermore, integrating Federated Learning services within this archi-
tecture offers potential solutions to privacy, security, and computational challenges 
inherent in the CEI continuum. Lastly, the Computing/Networking Continuum of 
the proposed RA has been described, offering innovative interoperability opportuni-
ties offered by AAS.
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Abstract  The adoption of artificial intelligence in industry is inextricably linked to 
Internet of Things technologies. The development of this technology generates new 
requirements for the mounting density and reliability of digital devices. Embedded 
components are becoming one of the solutions to improve the characterization of 
cyber-physical system elements. This technology allows electronic components to 
be placed inside printed circuit board, providing micro-miniaturization and 
increased reliability. The paper proposes intelligent methods to increase the mount-
ing density and reduce the size of elements of cyber-physical systems without a 
significant complication of production technology. The proposed approach would 
allow companies that manufacture electronic devices to become more independent 
of electronic component suppliers. In the long term, these technologies can have an 
impact on increasing the economic freedom of the entire industry, making it more 
sustainable in the face of import substitution. Implementation of the proposed tech-
nology will allow realizing the integration of inductive and capacitive components 
in the printed circuit board. The main focus of the paper is on the way in which the 
embedded inductors and capacitors are implemented. The conclusion provides a 
comparative analysis of embedded components of cyber-physical systems and 
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ded elements of cyber-physical systems within the framework of models of digital 
transformation of industry.
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1 � Introduction

Modern strategies and models of digital transformation of industrial companies are 
inextricably linked with Industrial Internet of Things technologies [1] and cyber-
physical systems [2]. There is a lot of research going on in the miniaturization of 
IoT devices [3–5], including in the area of the printed circuit board (PCB) produc-
ing. Current methods require advanced technologies that are unavailable to most 
companies, preventing electronics modules at the volumes of 5.0. required for 
Industry. This article examines PCB minimization technologies and provides avail-
able methods for reducing their dimensions. The main problem of modern cyber-
physical systems is how to minimize the size and power consumption of their 
components while increasing reliability. One solution to this problem is to build 
components into the PCB. This decision regarding active and passive components 
in a multilayer structure should be made early in the design process. This task is 
particularly relevant in the field of the Industrial Internet of Things. In this field, 
there is a significant demand for small-sized sensors and electronic modules for 
serial production, which will not be inferior to classical solutions in terms of reli-
ability, radiation resistance, and power consumption. Printed circuit boards have 
traditionally served as a platform for connecting active and passive components on 
its surface. Embedding passive elements in the inner layers will increase the reli-
ability and reduce the size of the devices [6], and hence reduce resistance, induc-
tance, and increase processing speed and improve radiation resistance. The 
technology under consideration is already widely used in the manufacture of mod-
ern electronics, and there are international standards describing models and tech-
nologies for the production of embedded elements [7–9]. However, the efficient 
layout of embedded components within the PCB remains poorly understood. To 
solve this problem, methods of structural-parametric and generative (intelligent) 
synthesis of efficient layouts based on libraries of basic topologies are increas-
ingly used.

The work aims to identify the most efficient and available layout solutions of 
inductive and capacitive component topologies to realize intelligent generative lay-
out methods and to form a database of efficient topologies.

To achieve the stated goal, the classification of the main types of topologies for 
integrated inductive and capacitive elements is proposed in the paper; their charac-
teristics are summarized and systematized. A comparative analysis of element char-
acteristics has been made, both between different groups of topologies and between 
representatives of the same group. The most promising methods of forming inte-
grated components of embedded electronic components of cyber-physical systems 
are summarized.

Using cluster analysis, a comparative analysis of the main topologies of induc-
tors and capacitors has been carried out, and recommendations for the implementa-
tion of effective cyber-physical solutions based on embedded electronics technology 
have been given.

A. Demin et al.



209

2 � Literature Review

The technology of introducing passive components into the PCB was known as 
early as in the twentieth century [6]. However, it became widespread later, with the 
growing capabilities of three-dimensional integration technologies. Traditionally, 
multilayer PCB fabrication techniques have been used to increase layout density 
[10], and electronic components with a miniaturized form factor, such as BGA 
packages, have been used. As we approach the limits of the capabilities of these 
methods, developers have increasingly turned their attention to embedded technol-
ogy. Today, standards for the design, installation, and control of these components 
have already been developed and are in active use [7–9].

We use semantic cluster analysis of the literature to analyze the current state of 
the art of embedded component technology. The main part of the study was carried 
out using the VOSViewer.1.6.15 software (https://www.vosviewer.com). A biblio-
metric analysis of the scientific literature on the subject of embedded electronics 
was conducted. Figure 1 shows a semantic relationship map based on the text of 
more than 1000 articles in the open-source database Lens.org (https://www.lens.
org) containing the keywords “embedded electronics”. Blue color indicates discrete 
embedded component technologies; red color indicates formed embedded compo-
nent technologies. Discrete components are supplied in housings and mounted by 
the electronic module manufacturer. Within a cluster of discrete components, clus-
ters of passive and active elements can be distinguished. The active components can 

Fig. 1  Major technology clusters in the embedded component field
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be supplied as a separate Bare Die. A significant part of the processing and control 
of the component in this case falls to the PCB manufacturer, so this technology is 
brought between the discrete and formed component clusters.

The most affordable for today’s production facilities are embedded formed com-
ponents. For capacitors, a planar design [11] is most commonly used (Fig. 2a), 
which can be extended to a multilayer planar capacitor [12]. For inductor design, 
the most common architectures are spiral [13, 14] (Fig. 2b), solenoid [15] (Fig. 2c), 
and toroid [16] (Fig. 2d). However, the set of forms of embedded inductive elements 
is not limited to these designs alone; their synthesis is a complex, multivariant task 
realized by specialized methods of automated generative synthesis [17].

The search for new architectures of embedded inductors and capacitors in related 
fields aims at formalized representation of fractal antennas [18–20]. Pressure sen-
sors based on an embedded capacitor have been developed [21], and passive com-
ponents for radiation sensors and other integrated structures have been designed 
[18, 22, 23].

The main current trend in research on embedded components is to improve their 
performance by using special additionally introduced structures or substances. This 
area of manufacturing is closely related to the now developing additive technologies 
[24]. Several types can be attributed to them including a cluster of magnetic core 
designs and implementation methods should be noted [17, 25, 26]. This technique 
is especially important for introduced transformers [27]. Since solid-state cores are 
off-the-shelf products embedded in a PCB with formed inductors, this technology is 

Fig. 2  Classic designs of embedded components: (a) planar capacitor; (b) helix inductor; (c) 
solenoid inductor; (d) toroid inductor
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at the intersection of discrete and formed component clusters. For capacitors, differ-
ent dielectric layer compositions are most often considered [28]. To create advanced 
cyber-physical systems with high performance properties, further development of 
topologies and manufacturing processes for embedded components is required. For 
the purpose of this study, we will focus on methods for synthesizing embedded 
shaped inductors without magnetic cores and embedded shaped capacitors, which 
are the most common embedded components.

3 � Materials and Methods

In this article, general scientific methods were used, in particular: experimental 
(experiment, comparison) and experimental-theoretical (analogy, abstraction, 
induction). The experiment was conducted to investigate the properties of integrated 
capacitors and inductors under natural conditions and to study the characteristics of 
different element designs.

The comparison was carried out to identify differences in the properties of the 
electronic components under consideration, as well as to determine the most effi-
cient architecture.

Using the analogy method, designs were developed representing the main or 
equal the main groups of built-in elements. Among the models there are representa-
tions of the most popular architecture, in addition to this, models of non-classical 
construction are proposed.

For the practical realization of a device with embedded components, it is neces-
sary to be able to create a PCB with embedded components: inductors and capaci-
tors. As an example, consider an PCB fabricated from 1.5 mm thick FR4 Tg 135 
glass-textolite, the conductive pattern was obtained from an 18 μm thick layer of 
copper foil. The surface of the board, except for the contact pads, is covered with a 
solder mask on both sides. Openings of the board are metallized; contact pads are 
covered with POS-63 solder.

The measurements were carried out with a measurement accuracy of 0.05% 
using the LRC-meter of the GW Instek company, model LRC-816. Two conductive 
tracks were connected to each element of the PCB, with connected PLS-2 connec-
tors. The LRC-meter was connected to these connectors.

To compare the characteristics of embedded component architectures, we will 
evaluate the ratio of the inductance or capacitance of an element to the area occu-
pied. We will call this value specific capacitance and specific inductance. The pas-
sive elements to be implemented must meet the following requirements:

•	 Elements formed by a conductive pattern;
•	 An element can cover an area of no more than 400 mm2;
•	 2 layers of PCB and transition holes can be used for the element;
•	 The minimum width of the conductive track is0.5 mm;

Integration of Embedded Components into Cyber-Physical Systems: Design, Analysis…



212

•	 The minimum distance between non-overlapping areas of the conductive pattern 
is0.5 mm;

•	 The hole diameter is0.5 mm;
•	 The diameter of the hole contact area is1 mm;
•	 The minimum angle between the conductive tracks is 85°.

All conductive elements should be arranged as compact as possible, as this improves 
their electrical characteristics and thus increases the specific capacitance and spe-
cific inductance. The conductive elements are therefore located at the minimum 
permitted distance.

The topology of the spiral inductors is located on both layers of the PCB. The 
transition hole is in their center. The most common designs of such inductors are 
square and round spirals. However, due to the fact that most CAD systems do not 
provide for the design of circular spirals, square and octagonal inductors L4 and L1 
will be fabricated, respectively (Table 1). The octagonal spiral was added in order to 
compare the performance of the square inductor with a model similar to it, but with 
a shape closer to the round spiral.

Consider an inductor based on the L2 meander (Table 1). To calculate the induc-
tance of a meander-shaped conductor, we can use the formula [29]:

	 L a h N d w= −0 0026 0 0603 0 4429 0 954 0 606 0 173. ,. . . . .⋅ ⋅ ⋅ ⋅ ⋅ 	

where L meander inductance, nHn, a the length of the output of the meander μm, h 
the height of the meander front μm, N the number of fronts, d the distance between 
the two fronts μm, w the width of the conductive track, μm.

The parameters of the formula are explained in Fig. 3.
To achieve the maximum inductance of the meander, it is necessary to make the 

values of the bases of powers with exponents less than one as small as possible. 
Thus, the best values of the meander parameters under these conditions would be 
h = 1 mm; d = 1 mm; w = 0.5 mm, since these dimensions are the smallest among 
those allowed by the design rules for these passive components.

Consider solenoid-based inductors. The representatives of this group will be ele-
ments L3 and L6 (Table 1). Their conductive pattern runs across both layers of the 
PCB and has many transition holes. The L3 component consists of four such sole-
noids. Element L6 starts with four similar rows, but after that, its pattern continues 
between the windings of the first four solenoids. Such a design has been called a 
double solenoid inductor.

Consider the toroidal inductor L5 (Table 1). The prototype of this element was 
toroidal coils. Like solenoids, a toroid needs many transition holes. This will be the 
last inductor architecture considered.

Images of the inductor topologies and their brief descriptions are summarized in 
Table 1.

Consider a flat capacitor C1 (Table 2). It has a classic design consisting of two 
conductive plates separated by a PCB material acting as a dielectric.

A. Demin et al.
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Table 1  Topologies and descriptions of inductive elements

Number Name Topology Description

L1 Octagonal 
spiral

The spiral in the upper layer tends to the 
center, the conductor passes to the lower 
layer and unfolds the same spiral from the 
center hole. The shape is based on an octagon

L2 Meandral 
inductor

Consists of rows of meanders that are on both 
layers of the PCB

L3 Solenoid Consists of 4 solenoids, each of which runs 
on both conductive layers. It has 98 transition 
holes

L4 Square spiral The spiral in the upper layer tends to the 
center, the conductor passes to the lower 
layer and unfolds the same spiral from the 
center hole. The shape is based on a square

L5 Toroidal 
inductor

Transitions from layer to layer also require 
many holes. There are 47

(continued)
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Table 1  (continued)

Number Name Topology Description

L6 Double 
solenoid 
inductor

After the formation of 4 solenoids passing 
through both layers, the conducting circuit 
goes to the “second circle” of the same 
solenoids, whose turns pass between the 
turns of the first solenoids. It has 93 holes

Fig. 3  Parameters of the 
meander formed by the 
conductive track of the 
printed circuit board

Consider a capacitor formed by metallized holes spaced at the nodes of the C2 
grid (Table 2). A grid of conductive tracks is formed on both layers of the PCB. Each 
grid has its own potential. Metallized transition holes are placed at the nodes of each 
mesh. The alternation of metallized holes with different potentials leads to the for-
mation of capacitance.

Consider a capacitor formed by a row of metallized holes C3 (Table 2). Its capac-
itive effect is also caused by metallization of holes with different potentials. 
However, in this architecture, holes of the same polarity are in the same row. The 
rows alternate with each other.

Images of the capacitor topologies and their brief descriptions are summarized in 
Table 2.

The presented results illustrate typical topologies of capacitive and inductive 
elements.

4 � Results

Building cyber-physical systems based on embedded components (Tables 1 and 2) 
requires an evaluation of their functional characteristics. We will conduct experi-
mental investigations of the properties of integrated capacitors and inductors in vivo. 
The comparative analysis will show the differences in the properties of the 
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Fig. 4  General view of the test printed circuit board

Table 2  Topologies and descriptions of capacitive elements

Number Name Topology Description

C1 Flat capacitor Consists of two square conductor plates 
separated by a dielectric board base

C2 Capacitor formed by 
holes arranged in the 
nodes of the grid

Capacitor formed by holes with 
metallization. Two neighboring holes in 
the same row or column belong to 
different poles of the capacitor. It has 128 
transition holes

C3 Capacitor formed by 
rows of holes

Capacitor formed by holes with 
metallization. Here the holes belonging to 
one pole are built in rows, the rows 
alternating. It has 156 transition holes

electronic components under consideration and will also allow justifying the most 
efficient solutions.

The evaluation of the actual performance of the designs of the considered ele-
ments was performed by means of an experiment, in which a test sample PCB with 
placed typical embedded components was used (Fig. 4).
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Table 3  Characteristics of inductive elements

Number Inductance (μHn) Area (mm2) Specific inductance (μHn/mm2)

L1 43.84 399.5 0.11
L2 40.53 380.25 0.107
L3 40.58 400 0.101
L4 43.55 380.25 0.115
L5 40.48 400 0.101
L6 40.67 385.125 0.106

Fig. 5  Characteristics of embedded inductors

The results of comparative evaluations of inductor performance of different 
inductor designs are presented in Table 3. The measurements were performed using 
a GW InstekLRC meter, model LRC-816. Two conductive tracks were connected to 
each PCB element, to which PLS-2 connectors were connected. An LRC meter was 
connected to these connectors.

Figure 5 shows the characteristics of the embedded inductors based on Table 3 
data. The top half of the graph (in blue) shows the specific inductances of the ele-
ments. In the lower half are the lengths of the inductors in mm. The red part of the 
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Table 4  Characteristics of capacitive elements

Number Capacity (pF) Area (mm2) Specific capacity (nF/mm2)

C1 14.874 400 37.185
C2 23.667 390 60.685
C3 20.534 400 51.335

Fig. 6  Specific electrical capacitance of built-in capacitors

column shows how much of the length is occupied by the conductive loop; the yel-
low part of the length is formed by the holes. The inductors are arranged from left 
to right in descending order of their specific inductance.

The results of the capacitive element characteristic measurements are presented 
in Table 4.

The results of Table 4 were also transformed into a graph in Fig. 6 for ease of 
perception. As can be seen from the graph in Fig. 6, the specific capacitance of 
capacitors C2 and C3 is larger than that of component C1. Thus, capacitors formed 
by holes have shown to be more efficient compared to the classical planar design.

From the comparative analysis, it can be concluded that the best inductor models 
are the L4 and L1 models, which have a spiral design. Next in terms of specific 
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inductance is inductor L2, which is meander based. Inductors based on solenoids 
running through the thickness of the PCB have performed the worst. Probably under 
the current constraints, “winding up” in these devices proved to be too rare. Also, a 
significant advantage of the components formed by the conductive tracks of the 
board is the small number of holes, which simplifies, speeds up, and reduces the 
cost of production of these elements.

The results of the study showed the superiority of the hole-formed capacitors 
over the classical embedded capacitor design. The element C3 has the highest spe-
cific electrical capacitance. This design requires far fewer holes than C2. This supe-
riority can be attributed to the role of conductive tracks in increasing capacitance as 
well as the location of potentials on the holes. In C2, the holes with different polari-
ties are “staggered” and tracks of one polarity regularly overlap tracks of the other 
polarity on the opposite layer. In C3, the capacitance is formed predominantly by 
rows of holes with the same potential. Also, the advantage of the C2 capacitor is that 
it has fewer holes than C3. This makes its manufacturing process faster and cheaper 
than C3.

The specific electrical capacitance of C1 is 38.7% smaller with respect to the 
specific capacitance of C2. This means that a capacitor with metalized holes can 
replace a flat capacitor with the same rating, but using 38.7% less area.

Existing discrete components currently have better specific characteristics. 
However, considered technology can be further improved, for example, by using 
special materials or increasing the accuracy level.

These methods, as well as the ability to place these components in the inner lay-
ers of PCB, make these elements no less an effective tool for the designer than clas-
sic solutions.

The use of embedded elements in design requires sophisticated feature analysis 
on the part of the designer.

This study does not provide a full analysis of the characteristics of the presented 
structures dependencies, sufficient for the practical application of these methods, 
including due to the simultaneous consideration of several architectures based on a 
comparison of models produced under the same conditions. However, these results 
demonstrate potential direction for research into embedded passive elements.

The widespread use of this technology should inevitably lead to the emergence 
of intelligent computer-aided design systems with functions of generative synthesis 
of embedded components. These tools based on aggregated data in this area will be 
able to synthesize effective solutions based on embedded components. The emer-
gence of such design systems will provide a wide range of opportunities for the 
creation of electronic devices [30, 31].

5 � Conclusion

The work investigates the principles of implementing embedded components of 
cyber-physical systems that provide their microminiaturization, reduced power con-
sumption, and increased reliability. The topological design of embedded systems is 
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based on intelligent design methods aimed at increasing the mounting density and 
reducing the size without significantly complicating the manufacturing technology.

It is shown that embedded electronics technologies are among the promising 
technologies for energy-efficient and miniaturized Industrial Internet of Things sys-
tems and collectively have a significant impact on increasing the flexibility of digital 
transformation. Implementation of the technologies considered will allow realizing 
the integration of embedded components, in particular inductive and capacitive, in 
the PCB of modules of cyber-physical systems. The proposed approach will allow 
companies manufacturing electronic devices to become more independent from 
suppliers of electronic components in the context of import substitution.

The results of the comparative analysis of embedded components show that 
embedded capacitors based on metallized holes have great potential. They have a 
higher specific electrical capacity. However, the large number of holes required can 
increase the cost of such components.

Spiral inductors are the best in terms of specific inductance. Inductive compo-
nents with a substantial portion of their length formed by holes showed worse elec-
trical performance than those formed by a mostly conductive circuit on different 
sides of the PCB.

The results show differences between fundamentally different passive element 
architectures, but the experiment also highlights potentially useful areas for study-
ing these components. Practical use of the proposed methods needs a more detailed 
study of each architecture, as well as a search for mathematical dependencies of the 
proposed models parameters sufficiently accurate for practical application. This is 
necessary for automated simulation of capacitors and inductors according to the 
required characteristics.

Further research in this direction may focus on the study of embedded inductors 
with fractal design, as well as a deeper investigation of capacitors based on metal-
lized holes.

Such embedded element designs may have great potential in the current design 
and manufacturing of industrial Internet of Things modules. Widespread adoption 
of this technology will reduce the dependence of electronic module manufacturers 
on suppliers of radio parts. Such a trend will be important in the further digital trans-
formation of industry and the widespread adoption of the Industrial Internet of 
Things and other embedded electronics.
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1 � Introduction

Digital transformation covers all aspects of socio-economic life and has a substan-
tial impact on the development of regions creating new opportunities and challenges 
for territorial economic systems. Digitalization processes fueled by both techno-
logical progress and change in the social and institutional environment inevitably 
affect the structure of regional economies, forming new development trajectories 
and transforming existing models of cross-regional interaction.

The risks and opportunities associated with digital transformation are distributed 
unevenly among different types of regions. While large agglomerations and innova-
tion centers are often the top performers in adapting to the digital economy, tradi-
tional industrial regions with a less developed innovation ecosystem face serious 
challenges. Such territories are more susceptible to negative influences of the digital 
divide and more prone to structural changes in the economy caused by digitaliza-
tion [1].

The unevenness of digital transformation processes at the regional level is evi-
denced by the experience of Russian regions. While Moscow and Saint Petersburg 
demonstrate high rates of digitalization and advanced innovation infrastructure, 
many industrial regions have to deal with serious difficulties in adjusting to new 
technological realities, which entails the risks of increasing interregional disparities 
and requires differentiated approaches to be employed to stimulate the digital devel-
opment of territories [2].

In this context, it is becoming increasingly important to examine the models of 
digital transformation in regions that can ensure sustainable development of territo-
ries amid global technological changes. The concept of smart territories, which has 
been actively developed in recent years, is one of such models designed to integrate 
digital technologies into various aspects of regional development [3, 4].

The purpose of our study is to comprehensively analyze modern research on 
digital transformation at the regional level. Based on a systematic review of publica-
tions, we detect key trends typical of digital transformation processes in regions.

Within the framework of the stated goal, the following research questions were 
formulated: what main thematic directions and conceptual approaches dominate in 
studies of digital transformation of regions in scientific publications of the Ural 
scientific and educational space; how the scientific discourse on digital transforma-
tion of regions evolved during the period under review (2019–2024), especially 
under conditions of global upheavals (COVID-19 pandemic); whether there are sig-
nificant differences in the conceptualization of regional digital transformation pro-
cesses between publications of various disciplinary orientations.

As a working hypothesis, it is suggested that a new interdisciplinary research 
landscape is forming, within which the traditional boundaries between economic, 
sociological, and educational research are becoming more permeable, indicating a 
paradigm shift in understanding the mechanisms of digital transformation of 
territories.
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2 � Theoretical Overview

As one of the key factors determining the thrusts of today’s socio-economic sys-
tems, digital transformation has no single, generally accepted definition in scientific 
literature. Due to the multifaceted nature of this phenomenon, there exist various 
approaches to its conceptualization [5]. For instance, researchers adhering to tech-
nological determinism define digital transformation as a process of integrating digi-
tal technologies into all aspects of economic entities’ activity, which results in 
fundamental shifts in the ways of functioning and creating value [6]. Other authors, 
who focus on social aspects of digitalization, view this phenomenon as a compre-
hensive transformation of socio-economic relations caused by the introduction of 
digital technologies and the formation of new models of interaction between indi-
viduals, organizations and institutions [7].

When considering various aspects of digital transformation, it is necessary to 
highlight its multidimensional nature affecting the technological, economic, social 
and institutional spheres. In terms of technology, digital transformation lies in the 
large-scale implementation of innovative solutions, such as artificial intelligence, 
the Internet of Things, big data, and cloud computing [8]. The economic aspect of 
digital transformation implies the emergence of new business models, and changes 
in value chains and the structure of markets [9]. Social effects of digitalization 
embrace shifts in consumption patterns, communication and social interaction, as 
well as the transformation of the labor market and the educational system [10]. The 
institutional influence of digital transformation processes suggests changes in for-
mal and informal rules governing economic activity in the digital environment, as 
well as the formation of new coordination and management mechanisms [11].

Digital transformation at the regional level has a few peculiarities predetermined 
by the specificity of territorial socio-economic systems having a unique combina-
tion of the natural resource potential, human capital, institutional environment, and 
the stable structure of the economy [12]. In the regional context, digital transforma-
tion can be viewed as a process leading to shifts in the spatial organization of eco-
nomic activity, the transformation of interregional connections and the creation of 
new sources of competitive advantages for territories [13]. At the same time, due to 
digital inequality between regions caused by differences in infrastructure develop-
ment, the quality of human capital and the institutional environment, there are pre-
conditions for increasing interregional disparities, which requires differentiated 
approaches to be proposed to stimulate digitalization at the regional level [14].

The concept of smart territories, which has gained in popularity in recent years, 
is one of the theoretical frameworks for analyzing the processes of digital transfor-
mation of regions and cities [15]. This approach, which integrates the ideas of inno-
vation theory, new economic geography and the concept of sustainable development, 
considers digitalization as a tool for enhancing the effectiveness of territorial devel-
opment regulation and improving the quality of life of the population. It concen-
trates on the formation of regional innovation ecosystems that makes it easier to 
generate and diffuse digital innovations [16].
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The above theoretical approaches taken together provide the basis for a  
comprehensive analysis of digital transformation processes in regions. This inter-
disciplinary approach not only broadens the understanding of digital transforma-
tion mechanisms at the regional level, but also allows devising effective 
management tools contributing to the sustainable development of territories amid 
global technological changes.

3 � Material and Methods

The Ural region, as a highly industrialized territory largely involved in digital trans-
formation processes, is of particular interest to regional scholarly journals. The 
object of study was publications from several scientific periodicals, such as 
R-Economy, specializing in regional economics and development; Changing 
Societies and Personalities, examining social changes and their special features; 
and The Education and Science Journal, focusing on the evolution of the educa-
tional system. The journals for analysis were selected based on their belonging to 
the scientific publishing cluster that was formed in the Ural region under the influ-
ence of the reform of higher education in the Russian Federation. The selected jour-
nals allow proposing three complementary perspectives for studying digital 
transformation processes. R-Economy delves into the economic aspects of regional 
development and particularly the issues of modeling and projecting economic pro-
cesses. Changing Societies & Personalities concentrates on the transformation of 
values, moral behavior and social identity in the context of rapidly changing social 
institutions. The Education and Science Journal covers relevant psychological and 
pedagogical issues, including the introduction of information technologies into the 
educational process. The selected journals are indexed in international databases: 
R-Economy is part of the Scopus database (SJR 0.174, Q3  in the subject area 
“Economics, Econometrics and Finance”) and DOAJ; Changing Societies and 
Personalities is indexed in Scopus (SJR 0.145, Q2  in the subject area “Cultural 
Studies”); The Education and Science Journal is covered in Scopus (SJR 0.253, 
Q3  in the subject area “Education”) and DOAJ.  The institutional and territorial 
proximity of the journals published in Yekaterinburg (the administrative center of 
the Sverdlovsk region and the Ural Federal District) allows one to trace how current 
digitalization processes are comprehended from various disciplinary perspectives 
within a single regional scientific-educational space.

The time frame between 2019 and 2024 was chosen to analyze the most relevant 
trends in the field of digital transformation of regions. This time interval encom-
passes the period before and after the COVID-19 pandemic, which makes it possi-
ble to assess the impact of global shocks on digitalization and adaptation of regional 
economic systems to a new socio-economic environment.

To search and select relevant publications, the Lens platform (https://www.lens.
org/) was used. A comprehensive search query was formed, taking into account a 
wide range of aspects of digital transformation in regions: region* OR territor* OR 

A. Pobedin

https://www.lens.org/
https://www.lens.org/


229

area* OR district* OR province* OR “local government” OR municipality OR city 
OR cities OR urban OR rural OR local) AND (“digital transformation” OR digita-
lization OR digitisation OR “smart city” OR “smart region” OR “digital economy” 
OR “regional development” OR digital OR smart OR technology OR innovation OR 
IoT OR “Internet of Things” OR “artificial intelligence” OR AI OR “big data” OR 
“cloud computing” OR blockchain OR “digital twin*” OR “cyber-physical system*” 
OR “edge computing” OR 5G OR 6G OR “quantum computing” OR “industry 4.0” 
OR “industry 5.0” OR “fifth industrial revolution” OR “smart manufacturing” OR 
“intelligent automation” OR “human-machine collaboration” OR cobotics OR 
“digital divide” OR “technological gap” OR “digital inclusion” OR e-government 
OR “digital public services” OR “smart governance” OR “digital skills” OR “digi-
tal literacy” OR “workforce development” OR “human-centric technology” OR 
“innovation ecosystem” OR “digital innovation” OR “technological innovation” OR 
“open innovation” OR “augmented reality” OR “virtual reality” OR “mixed reality” 
OR “extended reality” OR XR OR industry OR manufacturing OR “smart factory” 
OR “predictive maintenance” OR “autonomous systems” OR “self-optimizing pro-
duction” OR “mass customization”.

The query, which comprised terms related to regional development, key concepts 
of digitalization, social aspects of technological changes and innovation processes, 
allowed investigating the topic under review from different angles.

The article selection process consisted of several stages, namely initial search, 
selection of publications based on title and abstract screening, and a full-text analy-
sis of potentially relevant materials to determine final inclusion in the review. The 
final sample included 149 articles that formed the empirical framework of the study. 
The sample covered metadata from the three journals and appears to be representa-
tive to detect key trends in the area under study.

The methodological tools used to analyze the selected array of publications 
encompassed a set of complementary methods. In addition to bibliometric analysis 
aimed at identifying quantitative patterns in the dynamics of publication activity, 
distribution of articles across journals and keyword analysis, we also performed 
content analysis to identify the core thematic areas, methodological approaches and 
the authors’ main conclusions.

To visualize the obtained data, the VOSviewer software tool developed by the 
Leiden University team was used (official website of the developer of the VOSviewer 
software package: https://www.vosviewer.com/).

The selection of three journals in one region is methodologically justified as it 
ensures sample homogeneity through a common sociocultural context. In the 
Russian Federation, there is high differentiation in socioeconomic indicators, which 
is also evident when examining publishing practices. Along with socioeconomic 
differentiation in Russia, there are significant differences between territories in 
terms of personnel qualification levels and human capital characteristics, including 
those related to the scientific publishing community, defining the sociocultural con-
text within which the skills and qualifications of editorial board members are 
formed. The Ural region is characterized by a relatively high level of scientific and 
educational potential (which positively affects personnel characteristics) and a 
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comparatively high concentration of major university publications, concentrated 
particularly in Yekaterinburg as the capital of the Ural Federal District. The selected 
publications allow for creating a sufficiently representative picture of scientific dis-
course on digital transformation issues within a specific regional context. In the 
future, a promising direction for continuing the research could be studying the pecu-
liarities of publication activity on digital transformation issues in other Russian 
regions.

4 � Results

The final sample included 149 articles on digital transformation of regions pub-
lished between 2019 and 2024. The selected works are embedded in a number of 
research areas, including not only economics (regional economics, in particular), 
but also management, geography, sociology, psychology, political science, com-
puter science, and engineering (Fig. 1). This diversity of disciplines emphasizes that 
research into digital transformation at the regional level is of an interdisciplinary 
nature and highlights the complexity of this phenomenon that affects various com-
ponents of socio-economic development.

The analysis of publication activity in the three journals demonstrates a steadily 
growing research interest in the problems of digital transformation of territories. 

Fig. 1  Network visualization map of key research areas related to digital transformation of regions
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The annual volume of publications on the topic increased from 21 to 31 articles, and 
the highest rise was recorded in R-Economy, which is due to the journal’s special-
ization. However, The Education and Science Journal also published a significant 
number of relevant works, which indicates the decisive role of the educational 
aspect in regional digitalization. Changing Societies & Personalities, despite a com-
paratively smaller number of publications, has been consistently present in the 
research field throughout the period under review, which proves the importance of 
socio-psychological factors (Fig. 2).

As for the temporal dynamics, it is worth noting a significant surge in publica-
tions in 2020 fueled by the growing relevance of the studied issues in light of global 
socio-economic transformations, as well as by the increased interest in digitaliza-
tion processes due to the COVID-19 lockdown. In the following years, some fluc-
tuations were observed, but the overall trend remained positive. The 2024 data are 
not yet complete, but we can state that researchers’ interest in the topic is still strong.

Figure 3 shows the results of frequency analysis of the most popular keywords in 
the publications under review.

The most popular term used in the articles in 2019–2024 was “artificial intelli-
gence” (AI), while “digital” (and “digitalization” as well) was ranked second. The 
keywords “technology”, “innovation”, “digital transformation”, “smart” and “smart 
city” were also consistently mentioned in the works analyzed, which indicates an 
ongoing scientific discourse on digital transformation and intellectualization of ter-
ritorial economic systems and, thus, unveils a paradigm shift in the understanding of 

Fig. 2  Number of articles by year and journal
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Fig. 3  Frequency of top 20 key concepts in metadata by year

socio-economic processes, since it is digital technologies and artificial intelligence 
that are becoming the key drivers of territorial development.

Frequency analysis of the articles’ key concepts points to the formation of a new 
research landscape in the study of regional processes, which has developed amid 
digital technologies, artificial intelligence and smart development concepts integrat-
ing into theoretical and applied aspects of regional studies. This transformation of 
scientific discourse stimulates the emergence of innovative approaches to managing 
regional development within the digital economy.

When analyzing the most cited works, we can pinpoint the leading thematic 
blocks covering different facets of digital transformation: the impact of digitaliza-
tion on social processes, digitalization and transformation of the educational sys-
tem, and changes in the economic structure of regions.

In the context of general social issues, the special emphasis is on the digital 
divide (i.e. limitations faced by certain social groups due to the lack of opportunities 
or conditions to access modern means of communication) and its impact on house-
hold behavior, including the planning of family budgets. Studying this phenomenon 
using the case of China, Kefeng et al. [17] found that the digital divide, which mani-
fests itself in three dimensions—access to modern technologies, the use of these 

A. Pobedin



233

technologies, and digital inequality—has a significant impact on the likelihood of 
households participating in risky financial investments. Moreover, the reason behind 
the digital divide is only the traditional differentiation between rural and urban 
areas, but also social barriers between different generations. It highlights the need to 
map out strategies to overcome digital inequality that take into account the national 
context and are aimed at increasing the digital literacy of the population.

However, it is not only older generations that may experience discomfort associ-
ated with the digitalization of the social environment. Of special interest is the per-
ception of digital technologies by the young population, in particular the phenomenon 
of digital fears. Having extensively studied the Russian youth, Abramova et al. [18] 
identified new types of social fears associated with digitalization. The authors pro-
posed a typology of digital fears, including concerns about control, security, com-
munication and social inequality in the digital environment. The obtained results 
indicate the need to consider psychological aspects when designing educational 
programs and policies on digitalization.

Social factors can significantly affect the processes of smart development of ter-
ritories and cities. In this context, the study by Kostko and Pecherkina [19], dedi-
cated to the analysis of urban identity, is of high importance. Addressing the case 
study of three Russian cities (Tyumen, Tobolsk, and Khanty-Mansiysk), the authors 
discovered a significant correlation between residents’ perception of their cities 
(including emotional attachment) and their willingness to take part in smart devel-
opment processes. The findings illustrate that digitalization of the urban environ-
ment cannot be uncoupled from the socio-cultural context and residents’ identity.

The development of the cultural environment in the digital age is also a quite 
relevant issue. Simbirtseva et al. [20] investigated cultural and educational practices 
in museums and demonstrated how digital technologies can preserve and transmit 
cultural heritage, which is directly related to the concept of the knowledge economy.

An equally important area of research is the transformation of citizens’ involve-
ment in political processes in the digital age. Radina and Belyashova [21] analyze 
the political activity of western and eastern parts of Germany residents using digital 
tools, primarily online petitions. The authors find that historical heritage and socio-
economic factors exert less influence on civic engagement in the digital environ-
ment than previously assumed. This study shows that digitalization can help to level 
out regional differences in political culture.

Thus, digital transformation can not only provoke a digital divide, but also 
smooth out the pre-existing imbalances caused by both geographical and socio-
cultural factors. On the other hand, under globalization and digitalization, online 
communication channels are becoming especially important, as they can broadcast 
not only unifying, but also destructive narratives. Having analyzed the election cam-
paigns of Donald Trump and Jair Bolsonaro, Novoselova [22] established specific 
patterns and innovations in the transmission of nationalist messages through digital 
channels. This study highlights the significance of exploring the relationship 
between digitalization of communications and transformation of political discourse 
in today’s world.

Regional Trajectories of Digital Transformation: A Systematic Review



234

Among social institutions, it was the educational system that experienced  
perhaps the most powerful impact of digital transformation as it is at the junction of 
not only different generations, but waves of technological development that is not 
always gradual and smooth. The shock digitalization of education caused by the 
COVID-19 pandemic became a catalyst for profound changes in the educational 
process. Nazarov et al. [23] discuss the complex nature of these transformations and 
look at both technological and psychological aspects of the transition to distance 
learning. The authors stress that this transition has revealed a number of significant 
shortcomings in the digital transformation strategy for education, such as insuffi-
cient development of digital infrastructure and the lack of adequate methods for 
using digital educational tools.

Not only educational organizations, but also students are not always prepared for 
new digital technologies in education. Alenezi [24] scrutinized the relationship 
between students’ emotional intelligence and their readiness for online learning and 
concluded that emotional competencies play the key part in successful adaptation to 
the digital educational environment. These findings correlate with the study by 
Tsalikova and Pakhotina [25], who note that developing soft skills is a pressing task 
of modern education, along with acquiring additional hard skills that are instrumen-
tal in interacting with the digital environment.

Perminov et  al. [26] emphasize the significance of fundamental mathematical 
training for students, which is in line with the ideas of the new institutional econom-
ics about the role of basic knowledge in the formation of effective institutions. 
Rabinovich et al. [27] propose providing students with a comprehensive training for 
innovative activities through pre-adaptation of schoolchildren. This study exhibits 
the tendency towards a proactive approach in education, which corresponds to the 
principles of an innovative economy.

New technology is a challenge not only for students, but also for teachers. The 
changing role of a teacher in the digital age is another key aspect of research. Zeer 
et al. [28] analyze the changing capabilities of higher education teachers in condi-
tions of uncertainty, including those associated with digitalization of education and 
the educational system.

The issues of graduate employment in the context of the digital economy also 
attract the attention of researchers. Merenkov et al. [29] focus on changes in orienta-
tions to employment among bachelor’s graduates, which reflects the digitalization-
induced transformation of the labor market. This issue is closely related to HR 
perspectives of Russian universities considered by Ezrokh [30]. The author under-
scores the need for the higher education system to adapt to the digital economy 
requirements. Digitalization of education affects all levels of the educational sys-
tem—from technological aspects to psychological, pedagogical and socio-economic 
ones—and requires a comprehensive approach to its study and reform. The discov-
ered trends prove the need to rethink not only the methods and forms of teaching, 
but also the very paradigm of education in the context of the digital economy and 
knowledge society.

Digital transformation not only affects socio-cultural development in regions, 
but also shapes the directions of structural changes in territorial economic systems. 
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The concept of smart territories as a driver of territorial development, described in 
by Nikitaeva et al. [31], marks a new stage in understanding regional policy. Drawing 
on endogenous growth theory, the authors demonstrate how digital technologies can 
become a key factor in achieving sustainable development goals at the regional 
level. This approach, echoing the ideas of new economic geography and underlining 
the role of innovation and human capital in the formation of territories’ competitive 
advantages, is furthered by Choi [32], Myslyakova et al. [33], Komarevtseva [34], 
Urdabayev and Utkelbay [35]. The study of creative industries by Turgel et al. [36] 
contributes to the debate on the role of the creative economy in regional develop-
ment. The authors systematize theoretical approaches to identifying creative indus-
tries and emphasize that they can potentially encourage innovative growth and 
diversification of the regional economy, which directly correlates with the concept 
of smart specialization of regions. Another option for regulating structural transfor-
mation is the implementation of cluster policy [37].

In the context of global economic challenges, the issues of structural stability of 
the regional economy are gaining in relevance. Romanova and Ponomareva [38] 
analyzed the impact of the pandemic on the economy of Russian regions and estab-
lished that the structure of the economy and the quality of public administration are 
the key factors in ensuring economic sustainability. Akhunov et al. [39], Pobedin 
et al. [40] and Oykher [41] delve into the pandemic’s effects on regional develop-
ment and discuss various strategies for adapting economic systems to such chal-
lenges, including through digital technological solutions. Hennebry’s [42] study of 
the economic resilience of Irish counties allows comprehending the factors underly-
ing regional resilience. The author revealed that there is no correlation between 
resilience to the financial crisis and resilience to the COVID-19 pandemic, which 
proves the need for a differentiated approach to the analysis of regional resilience. 
One more option for implementing external challenges is the tightening of sanctions 
against the Russian Federation.

Stepanov et  al. [43] raise the question of how sanctions influence industrial 
regions, which demonstrates the relevance of the geoeconomic approach in regional 
studies. Using the case of the Sverdlovsk region, the authors clarify how external 
shocks transform the development path of industrial territories, forcing them to 
adapt strategic priorities and seek new sources of growth. Abramova et  al. [44] 
examine the attractiveness of a city as a factor of territorial mobility in student esti-
mates, which highlights the importance of human capital in regional development. 
The authors emphasize the role of the urban environment and educational infra-
structure in the formation of the human potential in regions.

In general, the selected studies on territorial development employ an interdisci-
plinary approach that integrates the ideas of economic geography, institutional eco-
nomics, innovation theory, and the concept of sustainable development. The 
revealed trends point to the need for a comprehensive approach to regional policy 
that would consider global trends in digitalization and sustainable development, as 
well as the specificity of local institutional and socio-economic conditions. 
Researchers pay special attention to the role of human capital, innovation and the 
institutional environment in boosting the competitiveness and sustainability of 
regional economic systems.
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5 � Discussion

Currently, examining digital transformation processes in regions is one of the main 
avenues for research on regional economics. It raises a variety of issues that require 
a deep understanding and an interdisciplinary approach. The tendency to integrate 
various scientific disciplines, revealed during the analysis of publication activity, 
indicates the emergence of a new research landscape, where the traditional boundar-
ies between economic, sociological, geographical and technological research are 
becoming increasingly permeable [31, 36].

Diversification of research interest embodied in the growing array of scientific 
publications on digital transformation of territories can be seen as an indicator of a 
paradigm shift in understanding the mechanisms of regional development. This is 
due to the transition from a highly specialized economic analysis to a comprehen-
sive examination of the socio-economic, technological and institutional aspects of 
territorial development and, thus, it lies the foundations for new theoretical concepts 
and methodological approaches in regional economics.

Spatial differentiation in the context of the digital economy deserves special 
attention of researchers. The revealed patterns in territorial inequality stemming 
from different development levels of digital infrastructure and the population’s digi-
tal competencies make it necessary to rethink traditional approaches to regional 
policy [17].

Transformations in the labor market and the educational system are not only a 
challenge for regions, but also a potential driver of their innovative development. 
Digitalization-induced shifts in the employment structure and educational practices 
foster the development of new approaches to human capital formation at the regional 
level [23, 24]. In this case, the ratio between universal and specific competencies 
necessary for successful adaptation to the digital environment come to the fore 
[25, 26].

An analysis of digitalization-related structural changes in regional economies 
shows the need for new regional policy instruments that allow for the specificity of 
innovation ecosystems and the potential of creative industries [36, 37]. In this con-
text, the concept of smart territories can be viewed as a potential tool for smoothing 
out interregional disparities, but its effectiveness is largely predetermined by the 
capability of regional authorities to modify this concept according to local socio-
economic conditions [19]. Smart specialization suggests unique competitive advan-
tages forming in the regions based on their endogenous potential and technological 
competencies.

The problem of regional resilience to external shocks, which has become espe-
cially acute amid global crises, opens up new research areas focused on assessing 
territories’ adaptive potential within the digital economy. The differences in regions’ 
responses to various types of crises accentuate the need for a differentiated approach 
to formulating regional development strategies that considers both technological 
and institutional aspects of digital transformation [38–41].
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Spatial factors and their role in the formation of innovation ecosystems under the 
digital economy occupy a special place in the research agenda. The trends observed 
in the field of regional innovation concentration make it necessary to reconsider 
traditional approaches to regional development with a focus on a favorable environ-
ment for generating and diffusing innovations, as well as on effective mechanisms 
for cross-regional interaction in the sphere of innovation [42, 44] based on institu-
tional factors in digital transformation of regions and, in particular, changes in the 
mechanisms for coordinating economic activity and forms of social interaction [19, 
21, 22].

6 � Conclusion

Based on the scientometric analysis of Russia’s three highly cited regional journals, 
our study creates a holistic understanding of the current state of research on digital 
transformation in regions. A progressive growth of research interest in the problems 
of digital transformation was revealed, with studies focusing on economic conse-
quences of digitalization and the corresponding dynamics of social processes, pri-
marily education. It is worth noting the tendency towards convergence of 
methodological apparatuses of various scientific disciplines, which, while creating 
an integrated effect, also identifies a number of areas that require additional research 
efforts to fully understand the nature and implications of digitalization at the 
regional level.

The observed research trends can be utilized when introducing measures to regu-
late digital transformation in regions. Heated academic debates about artificial intel-
ligence, digitalization and the concept of smart territories indicate the need to 
include these aspects in the strategies and programs of the constituent entities of the 
Russian Federation. A comprehensive approach to the problems of digital transfor-
mation that takes into account both economic-technological and socio-psychological 
components can be realized through organizing interdepartmental expert groups on 
digital development, involving competent professionals from both business and the 
scientific educational community.

Our study differs from other review articles on similar topics (for example, 
[45–47]) over an interdisciplinary approach, the methodology used, the temporal 
and territorial coverage, as well as the empirical basis of the study. Based on the 
analysis of publications from multidisciplinary journals and integration of eco-
nomic, social and educational aspects, we produced a multifaceted overview of the 
phenomenon under study. A set of methodological tools, including bibliometric 
analysis and content analysis using VOSviewer, were applied to recognize quantita-
tive patterns in the publication dynamics and identify the core thematic areas of 
research. The study covers the most relevant period of 2019–2024, which allows 
tracing the transformation of scientific discourse under the influence of global 
shocks, such as the COVID-19 pandemic and subsequent socio-economic changes, 
with a primary focus on Russian regions, but also deeming global experience and 
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trends. A representative sample of 149 research articles, selected based on a com-
prehensive search query via the Lens platform, provided sufficient empirical foun-
dations for in-depth qualitative analysis, in contrast to large-scale but less detailed 
bibliometric studies.

The scientific novelty of the conducted research consists of the following:

	– Systematization and comprehensive analysis of scientific discourse on digital 
transformation of regions within the sociocultural context of the Ural scientific 
and educational space has been carried out;

	– A methodology for multi-aspect analysis of publication activity on digital trans-
formation issues has been developed and tested, allowing identification of 
changes in the conceptualization of the studied phenomenon;

	– The tendency toward convergence of methodological approaches from various 
scientific disciplines in studying the digital transformation of regions has been 
identified and substantiated.

The identified research trends are instrumental when implementing measures to 
regulate digital transformation at the regional level. Vivid scholarly discussion 
about artificial intelligence, digitalization and the concept of smart territories 
emphasizes the need to cover these aspects in the strategies and programs of the RF 
constituent entities. The problems of digital transformation should be tackled in a 
comprehensive manner, e.g., through forming expert groups with the involvement 
of business practitioners and academics.

Based on the detected trends, one can assume that research focus on the prob-
lems of using artificial intelligence in various areas of the regional economy is 
expected to intensify. Among the promising avenues for further research are the 
development of digital transformation integrative models rooted in the local speci-
ficity of territories, the study of the long-term effects of digitalization and the search 
for a balance between technological progress and sustainable development of 
regions. New knowledge in these fields will enrich the theoretical framework and 
offer practical recommendations for formulating an effective policy for the digital 
development of territories that would enhance the quality of life of the population 
and reduce interregional disparities in the digital age.
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1 � Introduction

Technological development driven by innovation and its dissemination has a strong 
impact on economic growth, transforming existing interactions between agents in 
the capital, goods and services markets, as well as in the labor market [1]. 
Contemporary technological developments, notably driven by digitalization, are 
historically unprecedented due to their rapid pace and extensive impact. Digitalization 
promotes both product and process innovations and facilitates sustained organiza-
tional and individual learning, knowledge exchange, and adaptation [2]. Human 
capital is reshaped under the influence of the digital environment, some skills 
become obsolete and are updated, in addition, key competencies such as analytical 
skills and critical thinking, the ability to justify decisions based on data analysis, 
programming skills and working with applications become in demand [3]. 
Understanding and implementing the capabilities of the digital environment 
becomes a driver of growth, but evolutionary paths are full of uncertainty, which 
causes significant differences in the results of digital transformation [4, 5]. 
Investigating regional digital evolution is therefore essential to identifying critical 
success factors and barriers influencing long-term regional development, particu-
larly highlighting the role of intellectual resources at distinct stages of 
digitalization.

The social implications of digitalization are central to policies aimed at main-
taining well-being and sustaining human capital, particularly in the face of eco-
nomic shocks. Adopting an evolutionary perspective provides valuable insights into 
how selected development paths interact with the reproduction of regional knowl-
edge and skills, particularly in the domain of information and computer literacy [6]. 
Despite significant advancements, the literature still provides limited empirical evi-
dence regarding long-term trends in the evolution of digital human capital, espe-
cially considering the unique digitalization regimes within Russian regions. 
Specifically, there is a knowledge gap concerning the dynamic evolution of distinct 
regional digital adoption patterns and their subsequent interactions with regional 
human capital accumulation.

The existing literature provides limited insights into the long-term evolutionary 
trends of digital human capital under diverse regional digitalization regimes, par-
ticularly within the context of Russian regions. Specifically, there is insufficient 
understanding of how distinct regional patterns of digital technology adoption 
evolve dynamically over extended periods and how these patterns interact with the 
accumulation and evolution of human capital. Additionally, despite recognizing 
digitalization as a critical factor influencing regional growth, prior studies have not 
comprehensively analyzed how institutional contexts, innovation capacities, and 
socioeconomic variables collectively shape regional digital trajectories. Given the 
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gaps, this study investigates how regional configurations of digital technology 
development evolve over time and how these trajectories interact with human capi-
tal accumulation within the specific institutional and socioeconomic contexts of 
Russian regions. The nature of human capital and its manifestations are diverse; in 
our study we consider such aspects as education and work experience. Key variables 
considered include gross regional product (GRP), levels of innovative development, 
basic and advanced digital skills, general and specialized human capital, industry 
structure, and the extent of government involvement, factors that collectively define 
the institutional context of digitalization. This study is the first to examine the long-
term development of digital technologies in Russian regions using the principles of 
history-friendly modeling, focusing on the model interpretations based on an under-
standing of the context and episodes of industrial development, as well as cause-
and-effect relationships. The study examines the 12-year period from 2011 to 2022, 
with a specific focus on the impact of digital development paths on human capital 
during the more recent period of 2016 to 2022. The latter period is particularly rel-
evant given the increased geopolitical tensions and technological restrictions, and 
the disruptive effects of the COVID-19 pandemic on regional markets [7]. The pri-
mary research objective is to identify critical determinants and barriers shaping 
regional digital transformation paths, and to elucidate their long-term implications 
for human capital accumulation and dynamics within the distinctive socioeconomic 
and institutional contexts of Russian regions.

2 � Theoretical Background

Understanding the dynamics of digital transformation from an evolutionary eco-
nomics standpoint requires a review of its theoretical underpinnings. The evolution-
ary perspective calls for examining key principles, such as adaptation, path 
dependence, and the pivotal role of technological innovation, which collectively 
shape the evolution of digital economies and the development of human capital. The 
following subsections review these theoretical aspects in detail, including evolu-
tionary perspectives within the digital economy.

2.1 � Evolutionary Perspective on Digital Economy

The principles of evolutionary economics pay attention to real empirical evidence 
within a specific historical context and allow us to form an idea of long-term changes 
in the adaptive behavior and transformation of agents under the influence of external 
shocks in the recent decades. These include the pandemic, rising geopolitical ten-
sions, fragmentation of technological exchange and trade, as well as the aggravation 
of global problems related to ecology, demography and increasing inequality [8, 9]. 
Offering an alternative to the neoclassical perspective, based on a strict formal 
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theory and a number of restrictive assumptions, evolutionary theory suggests that 
survival, behavioral change and adaptation of economic agents occur in conditions 
of disequilibrium and depend on innovation-oriented changes, reconfigurations, the 
ability to implement radical changes, convergence and catch-up processes [6, 10, 
11]. Thus, evolutionary economics pays close attention primarily to the processes of 
technological change, which are currently transforming the processes of value cre-
ation under the revolution of digital technologies, transforming the markets for 
goods, services, capital and labor [12].

The concept of a path is central to the evolutionary perspective, as it captures the 
dynamic reconfiguration of agents within a socio-economic environment, which 
represent specific combinations of parameters: technological, institutional, and eco-
nomic factors, that are essential for ensuring long-term well-being [6]. Evolutionary 
economics emphasizes that these development paths are shaped by historical 
choices and stages of socio-economic and technological change, a concept known 
as path dependence [13]. Path dependence highlights how earlier decisions and 
established patterns influence the current configurations of agents, often imposing 
limitations on their future development. Decisions made in the preformation and 
formation stages of a path can reinforce behaviors and systems, leading to a lock-in 
phase [12]. During this phase, development trajectories become increasingly con-
strained, with dominant patterns consolidating and narrowing the range of future 
opportunities. In the macroeconomic context, this phenomenon is particularly evi-
dent in firms, which, as they mature, may become less responsive to change and 
innovation. By focusing on a specific path and set of opportunities, firms can become 
entrenched, which eventually drives stagnation, decline, and even market exit [12]. 
However, the digital economy challenges and reinterprets the traditional under-
standing of path dependence. Information and communication technologies (ICTs) 
introduce opportunities to break free from lock-ins by enabling systems to adapt 
and reconfigure more dynamically [14].

The literature emphasizes emerging periodization in the evolutionary path of 
digital technology development, related to the understanding of the network and 
social role of ICT solutions. Industry 3.0 technologies, such as digital computers 
and the Internet, provided connectivity, storage capacity and computing capabili-
ties, while Industry 4.0 provided complex interaction through the existence of a 
cyber-physical environment [15, 16]. Recent trends indicate the emergence of 
Industry 5.0, which supports cyber-social systems focused on full interaction with 
humans and complementing their intellectual abilities [17, 18]. The latest round of 
digitalization is associated with inclusive production, human-centric robotics, pro-
viding joint real-time interaction between humans and smart robots. Central to 
Industry 5.0 are the expectations surrounding artificial intelligence, which is 
intended to help improve productivity and economic growth. However, this also 
introduces significant risks for human capital, particularly in developing countries, 
where labor market disruptions and skill mismatches could exacerbate existing 
inequalities [19]. Thus, at each stage, digitalization creates new elements of the 
value proposition and leads to changes in the company’s business models, ensuring 
the dynamics of market development.
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An essential aspect of the evolutionary perspective is analyzing variables that 
initiate changes and influence the outcomes achieved by agents. A critical determi-
nant of the digital evolution of regions is the institutional environment, which not 
only sets the behavioral rules for economic agents but is also shaped by their activi-
ties and evolving goals [6]. Institutional variables influencing digital pathways 
include explicit dimensions such as regional tax structures, technological policies, 
and socio-economic strategies, alongside implicit elements like cultural norms, val-
ues, and shared practices [11]. Dalloshi and Kyqyku [20] find that in European 
regions, differences in institutions determined the inequality in the digital develop-
ment of regions, which was also reflected in the skills of the population. However, 
Ding et al. argue actively promote digitalization, anticipating improvements in insti-
tutional quality through direct effects, digital innovation, and externalities [21].

2.2 � Digital Pathways in Russian Regions

Previous studies consistently highlight the heterogeneity of development paths 
across Russian regions, emphasizing disparities in digital development that are 
closely tied to inequality and gaps in access to resources. Dobrinskaya and 
Martynenko [22] demonstrate that intensive digitalization exacerbates disparities in 
access to technology, skills, and life opportunities, with significant implications for 
quality of life and well-being. In the modern context, such gaps reflect differences 
in the maturity of processes and elements within economic systems that arise during 
digital transformation, directly influencing value creation [23, 24]. Empirical evi-
dence suggests that, on average, Russian companies require about 3 years to adapt 
to complementary digital technologies. However, as digital inequalities increase, 
the adaptation period extends significantly, further widening developmental dispari-
ties [23]. The heterogeneity of development paths is also increased by the combina-
tion of various technologies and the transformation of business models, which are 
becoming increasingly individualized.

From an evolutionary perspective, the digital development paths of Russian 
regions must be analyzed in the context of the global shocks that have shaped the 
last decade. The pandemic, according to most studies, has significantly pushed and 
accelerated digitalization in Russian regions, ensuring their deep integration into 
social and professional contexts [25–27]. Technologies that previously played a 
supplementary role have now become central to critical processes such as mass 
formal education, job recruitment, healthcare services, and advanced production 
methods like digital twins and big data applications. In sectors like finance, interme-
diaries developing ICT platforms and networks have emerged as key drivers of digi-
tal evolution, facilitating deeper technological integration and innovation [28]. 
Similarly, the challenges posed by Industry 4.0 during travel restrictions and supply 
chain disruptions have catalyzed transformative advancements in operational effi-
ciency and strategic integration across various industries [29]. However, the wide-
spread adoption of general-purpose technologies, while instrumental in driving 
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progress, has also introduced complexities, including increased uncertainty and 
uneven regional impacts, which complicate the digital trajectories of regions and 
their ability to obtain the full benefits of technological evolution.

In the Russian context, geoeconomic fragmentation has emerged as a significant 
challenge, driven by intensified sanctions pressure, motivating strategies such as 
parallel import and import substitution, aimed at fostering national technological 
sovereignty. Over the past decade, Russian companies have engaged in numerous 
systemic projects and initiatives to scale digital solutions. However, the overall out-
comes have been moderate or limited, as the majority of Russian companies remain 
at an initial level of digital maturity [25]. Despite the constraints, there is a growing 
consensus on the role of digitalization as a critical tool for ensuring strategic com-
petitiveness and enhancing the interconnectedness of business and society.

2.3 � Human Capital Markets Evolution: The Role of Digital 
Automation and Disruption

In the long term, the dynamics of technological change ensure the cyclical develop-
ment of industries and human capital markets, leading to the emergence of opportu-
nities and threats through skill obsolescence and technological unemployment, 
reskilling and upskilling, and the transformation of the cultural and social environ-
ment and policies [20, 30]. The evolutionary trajectory reflects the dynamic interac-
tion between technological changes, institutional structures, regional differences, 
and policy initiatives. On the one hand, digitalization leads to a surge in demand for 
a skilled workforce with specific competencies that can, however, be applied in vari-
ous related industries [31]. Thus, digital evolution complements the workforce and 
leads to the reproduction of human capital, as companies ensure transformation 
processes that improve operational efficiency and introduce innovations that change 
and complement business models [23]. Digital skills serve as a complementary 
resource, integrating with existing assets and ICT innovations within companies.

On the other hand, digitalization disrupts market equilibrium, leading to the 
devaluation of human capital in certain professions and a redistribution of labor 
demand. This phenomenon aligns with the principles of skill-biased technical 
change (SBTC) theory, which assumes that technological advancements favor 
workers with high skill levels while reducing demand for less skilled labor [32, 33]. 
One of the most visible consequences of this disruption is technological unemploy-
ment, which is well-documented in the literature. Feldmann, for instance, analyzes 
the evolutionary labor market model and finds that unemployment typically 
increases during the first 3 years of technological expansion within industries. 
However, these negative effects tend to diminish over time, as job creation eventu-
ally offsets the initial losses [34]. During the period of technological adaptation, as 
professions are automated, the human capital market experiences polarization [33], 
that is, a failure in the segment of mid-level specialists with a simultaneous increase 
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in employees with high and low qualifications [35]. However, empirical studies sug-
gest that this polarization is less pronounced in the Russian labor market, reflecting 
the catch-up nature of Russia’s economic development, where breakthrough inno-
vations and advanced solutions are relatively rare, and changes in labor demand 
occur more gradually [36]. In particular, professions requiring dexterity, precision, 
non-routine tasks, or the urgent adoption of complex decisions are less affected by 
automation and digitalization in the Russian context [37]. Moreover, in recent years, 
the strengthening of digitalization is associated with long-term demographic 
changes; it has been empirically shown that robotization is designed to support the 
aging population and strengthen the demand for middle-aged workers in a number 
of industries [38].

The development and evolution of specific digital skills during the technological 
transformation of regional economies have received relatively limited attention in 
the literature. A major challenge lies in measuring and distinguishing between basic 
and advanced digital skills while accounting for the influence of educational back-
ground and the role of formal and informal training pathways [20]. Digital skill 
development is shaped not only by employer demand but also by the increasing 
technologization of contexts where households reproduce human capital. ICTs have 
become integral to education, healthcare, and the broader institutional environment, 
acting as critical channels for social interaction, the dynamics of social capital, and 
the formation of new cultural and value orientations. Automation impacts not only 
routine physical tasks but also cognitive processes, altering the nature of work and 
emphasizing the necessity for continuous learning strategies [29]. As employers 
increasingly seek analytical and derivative skills, the pressure on education systems 
to adapt grows significantly [3]. The required transformations in education call for 
specific leadership capacities in regional and corporate governance and the imple-
mentation of evidence-based policies grounded in empirical research. Nguyen’s 
analysis of 35 developing economies shows the importance of governance in driv-
ing digital skill promotion. Factors such as control of corruption, political stability, 
and regulatory quality play a crucial role in advancing ICT skills and supporting 
digital evolution within regions [39].

Digital technologies alone are insufficient to drive the development of human 
capital in regional labor markets. It is essential to ensure a match between the skills 
of the workforce and the demands of employers, facilitating access to high-
performance jobs that increase individual income and well-being [22]. Over time, 
digital human capital develops within regional labor markets, encompassing the 
skills, knowledge, and competencies required for effective engagement with digital 
technologies across diverse socio-economic contexts [11, 40, 41]. However, the 
risks of automation for the Russian labor market appear limited. Gimpelson and 
Kapelyushnikov [32] argue that Russia’s labor market structure is characterized by 
a high prevalence of cognitive and physical non-routine tasks. These tasks, given the 
current technological capabilities, are not easily automated or displaced, making the 
threat of widespread job loss due to automation minimal in the foreseeable future.

An analysis of the Russian context highlights significant heterogeneity not only 
in the development of digital technologies but also in the evolution of human capital 
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[42, 43]. Research indicates that regions with a developed industrial base tend to 
adopt digital skills more rapidly, often driven by technological upgrades in manu-
facturing and services sectors [44, 45]. However, access to digital education and 
training is highly uneven across Russian regions. Advanced regions such as Moscow 
and St. Petersburg lead in digital skill acquisition due to better infrastructure and 
resources, while rural areas lag behind significantly [41, 46]. However, along the 
evolutionary path of human capital, weak institutional frameworks such as corrup-
tion and regulatory inefficiency hinder the scaling of digital skills development ini-
tiatives, especially in regions with lower governance quality [44]. In the context of 
sanctions pressure, access to technology is limited, which defines a new round in the 
evolution of digital skills in the national labor market [7]. Moreover, the rapid pace 
of technological change has often outpaced the ability of traditional education sys-
tems to adapt, leading to skills mismatches: lifelong learning and retraining pro-
grams have been identified as critical to addressing gaps, but their implementation 
has been inconsistent, particularly in regions with limited institutional capacity 
[45]. Finally, sanctions pressure creates risks of brain drain from the regions, facili-
tating the migration outflow of the most qualified personnel from Russian regions 
after 2022 [47].

Based on the literature review on long-term digital development and its interac-
tion with the labor market, we formulate the following research questions:

	1.	 Are there significant differences in the paths of digital technology development 
in Russian regions? If so, what is their configuration and comparative develop-
ment trends in the regional dimension?

	2.	 How do digital technology paths determine changes in human capital markets 
related to the skills of the population in the regions that ensure competitiveness 
in the labor market?

3 � Materials and Methods

This study adopts the principles of history-friendly modeling, which enriches tradi-
tional economic modeling methods with evolutionary assumptions to better under-
stand the long-term dynamics of regional digitalization and human capital 
development [6]. First, we consider specific episodes in the history of regional 
development associated with the introduction of technologies, focusing on periods 
separated by macroeconomic shocks: two turning points of increasing geopolitical 
tensions in 2014 and 2022, as well as the 2020 pandemic. Second, we provide a 
representation of regional change agents, such as organizations and households, that 
are involved in the process of reproduction of specific human capital associated with 
digitalization. Third, we study the dynamic processes that are influenced by several 
variables that are considered key in this study, including local labor market configu-
rations, regional specialization, innovation dynamics, and the state of general human 
capital. Finally, the study places emphasis on changes in configurations and their 
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interpretation. Here, configurations refer to stable combinations of environmental 
parameters and human capital characteristics within a region over time. 
Configurations are closely linked to the region’s development path. By employing 
evolutionary analysis and compartmental methods, the study groups economic 
actors and analyzes their transitions between states over time, offering insights into 
how configurations evolve in response to internal and external pressures [5]. Thus, 
the chosen approach allows theoretical and empirical evidence to be integrated, 
providing an understanding of the main drivers of technological change and their 
impact on accumulated human capital.

In the study, we identified two areas of digitalization that determine the configu-
rations and paths of regional development, as well as those significant for human 
capital: access to technology and the accumulation and use of digital skills. Among 
the variables of the regional context that play a role in shaping development paths, 
we identified innovation variables and the specialization of regions by economic 
sectors in accordance with the share of the gross regional product (GRP) distributed 
according to the Russian OKVED classifier. Previous studies classifying the level of 
digitalization of regions distinguish a different number of groups, for example, 
Masoura and Malefaki [11], studying the evolution of European regions from 2014 
to 2019, note two clusters with high and low performance and examine the transi-
tions of regions between them. Among the traditional statistical methods for study-
ing evolution, K-means cluster and regression analyses were used. Cluster analysis 
was used to determine configurations and transitions between them, reflecting the 
development path, and regression analysis was used to determine the impact of the 
technological path on human capital indicators. Each region was classified accord-
ing to its cluster membership, and classes of regions were also defined according to 
the types of transitions between clusters.

The empirical basis of the study was the Rosstat Regions of Russia database 
[48], which became the source of information on the level of implementation of 
digital technologies in the regions, innovation activity, GRP, as well as the Rosstat 
microdatabase on the digital skills of the population [49]. To determine the number 
of accumulated years of education by population cohorts, data from the Labor Force 
Survey [50] were used. The analysis encompassed data from 82 regions of Russia, 
for which complete records were available for the period from 2011 to 2022.

4 � Results and Discussion

Since 2017, a number of strategic and regulatory acts have emerged in the institu-
tional space of Russian regions, declaring the key role of digitalization in ensuring 
growth and outlining programs and actions. In Russia, over the past decade, the 
development of digital human capital has been shaped by initiatives such as the 
Digital Economy of the Russian Federation program, which focuses on education, 
training, and digital literacy [41]. The significance of this transitional event is 
emphasized by systemic efforts to integrate not only the concept of digitalization, 
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but also investment efforts in the regions. For comparison, the development and 
implementation of long-term plans for the development of the digital economy in 
the European Union (EU) began back in 2010  in order to overcome the conse-
quences of the crisis, use technological advantages in the form of openness, flexibil-
ity, inclusiveness, and the creation of digital competencies and jobs in the next 
decade [11]. EU initiatives also included index and rating methods for measuring 
the digital economy, considering various socio-economic aspects. In Russia, initial 
efforts to modernize education and workforce skills between 2011 and 2017 were 
constrained by uneven regional investment and institutional inefficiencies [46].

Figure 1 illustrates the gradual introduction of digital technologies across 
Russian regions over a 13-year period. Notable trends include the significant rise in 
the share of servers in organizations after 2014, which aligns with increased sanc-
tions pressure and the need for greater digital infrastructure. Personal computers 
remained consistently used by organizations; however, their share declined during 
the COVID-19 pandemic, when personal devices such as laptops, tablets, and 
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smartphones became prioritized for remote work and learning. Over the 30 years 
considered, the number of mobile Internet users grew steadily, while the number of 
broadband Internet users didn’t change significantly. Thus, changes in the use of 
basic digital technologies by the population and organizations occurred at turning 
points, after 2014 and in 2020, associated with sanctions pressure and the pandemic.

The transition to more advanced technologies, statistics for which are available 
after 2017, involves mastering the Industry 4.0 in the manufacturing and service sec-
tors (Fig. 2). For the period from 2017 to 2022, Russian organizations do not demon-
strate any particular dynamics in the implementation of cloud services, and the 
number of ERP systems fell to 9.5% in the post-pandemic period; this process was 
somewhat influenced by increased sanctions pressure and the departure of the largest 
foreign ERP system suppliers in 2022. Thus, for a number of Russian regions, 2020 
was a turning point, which increased digital heterogeneity. A similar trend applies to 
the Internet of Things technologies, such as digital twins and RFID tags, which enable 
interaction and control over infrastructure objects within cyber-physical systems.
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Changes in the digital skills of the population in the regions are also moderate, 
emphasizing the importance of the regions’ dependence on already accumulated 
human capital. Advanced digital skills demonstrated the most noticeable growth, 
including software installation and applied mastery of programming languages. In 
addition, the population strengthened the skills of creating electronic interactive 
presentations, but the skills of manually transferring files between devices became 
obsolete, which is probably due to the expansion of cloud technologies on mobile 
devices and the automation of data sharing processes.

The results of the cluster analysis, presented in Fig. 3, illustrate a high degree of 
differentiation across variables, as confirmed by ANOVA. Clusters include regions 
and years, i.e. a total of 984 observations were identified for the period from 2010 
to 2022, which were combined into 3 clusters based on the K-means method. 
Regional classification was carried out using k-means clustering with Euclidean 
distance to group regions based on eight distinct indicators. The optimal number of 
clusters was determined using the NbClust package in R, which provided robust 
criteria for cluster selection [11]. Subsequently, regional development trajectories 
were identified by analyzing transitions between clusters over time. Finally, regres-
sion analysis was used to assess the relative impact of various regional parameters 
on these trajectories and their influence on long-term regional ratings.

The first cluster represents lagging regions, which were predominant prior to 
2015. Following the introduction of sanctions and the implementation of 

Fig. 3  Results of cluster analysis for standardized variables
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digitalization strategies, the number of lagging regions dropped significantly, with 
only four regions remaining in this cluster by 2019 (e.g. Altai krai, Republic of Tyva 
and Samara region in 2015). However, the digital divides exacerbated by the 
COVID-19 pandemic caused the number of lagging regions to rise again, reaching 
22 by 2020. The second cluster includes progressive regions, characterized by 
advanced adoption of digital technologies. In these regions, a higher proportion of 
organizations utilize servers, broadband Internet, and websites, while the popula-
tion demonstrates active use of broadband Internet and mobile communications (it 
includes for example such regions as Irkutsk region, Moscow and Saint-Petersburg 
in 2015). Notably, the number of regions in this cluster has remained stable since 
2017, although the specific regions comprising the cluster vary over time, reflecting 
changes in the socio-economic environment. Finally, the third cluster represents 
regions of inertial development, where progress in digital adoption has been slower. 
These regions lag behind in implementing personal mobile devices and mobile 
Internet, and their organizations make relatively less use of broadband Internet for 
work (Vladimir region, Perm Krai and Tambov region in 2015 belong to this clus-
ter). However, since 2020, the number of regions in this cluster has dropped to zero, 
indicating a polarization in regional digital development.

Descriptive statistics for each cluster were calculated to compare socio-economic, 
technological, and innovative development indicators (Table 1). Differences in tra-
ditional human capital indicators, except for production experience, are not signifi-
cant for the clusters, but the level of advanced digitalization varies significantly: in 
progressive periods, organizations in the regions more often use artificial intelli-
gence and implement ERP systems. Particularly significant differences are observed 
between the level of digitalization of households, in progressive regions more of 
them own a computer, use broadband Internet and mobile communications. Some 
of these effects are certainly associated with the spread of technology over time, 
since the number of progressive regions has increased significantly since 2014. 
Digital skills of the population also vary significantly across all clusters, with pro-
gressive regions accumulating more of both basic and advanced skills. Using factor 
analysis based on the data from ICT database, digital skills were classified into two 
distinct categories. The first category, basic digital skills, was evaluated as the arith-
metic mean of self-assessment for abilities related to text editing (e.g., word pro-
cessing), spreadsheet manipulation (including filtering, sorting, formula creation, 
and chart construction), multimedia file editing (e.g., photos, videos, audio), elec-
tronic presentation creation, and file transfers between various devices, including 
the use of cloud storage. The second category, advanced digital skills, was defined 
as the arithmetic mean of self-assessments for more complex tasks such as search-
ing for, downloading, installing, and configuring software and applications; soft-
ware programming (using programming languages or specific codes/commands); 
and connecting and installing new hardware devices (e.g., modems, cameras, print-
ers). For example, in lagging regions in various periods less than 34% of the popula-
tion have basic skills in working with applications, while in progressive regions this 
figure exceeds 37%. Differences in regional specialization, assessed based on the 
share of industry, extractive, and service sectors in the GRP, are relatively minor 
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Table 1  Descriptive statistics for the clusters (mean values for 2010–2022, if not otherwise 
specified)

Variables

Lagging 
behind Inertial Progressive
Mean S.D. Mean S.D. Mean S.D.

Human capital
Years of education

11.0 0.4 11.0 0.2 11.2 0.4

Years of experience 23.8 2.9 23.4 1.7 27.3 2.5
Basic digitalization in organizations
Personal computers (%)

85.4 8.7 95.7 2.8 90.0 6.6

Servers (%) 27.8 12.2 25.9 12.8 48.5 8.5
Local area networks (%) 52.4 9.6 71.0 8.0 62.1 7.4
Cloud services (2015–2022) (%) 20.4 7.6 22.2 5.2 24.4 5.3
Broadband internet in organizations (%) 65.9 11.1 78.8 9.2 80.0 9.3
Organizations that had a website (%) 34.4 8.1 40.6 8.7 47.8 6.6
Electronic data exchange between external 
information systems (%)

42.3 14.4 39.2 17.4 60.6 7.9

Industry 4.0 in organizations
Big data processing (%)

26.7 12.1 n.d. n.d. 29.8 12.9

Internet of Things (2017–2022) (%) 9.5 5.9 5.0 1.5 8.5 3.9
Artificial intelligence technologies 
(2017–2022) (%)

1.4 2.7 n.d. n.d. 2.3 3.1

Digital platforms (2020–2022) (%) 3.6 6.4 n.d. n.d. 5.9 7.7
ERP systems (2017–2022) (%) 3.5 5.6 0.8 3.2 9.6 5.8
Household digitalization
Households with a personal computer (%)

65.8 9.2 68.5 7.6 70.7 8.0

Households that had broadband internet (%) 70.0 13.8 62.8 10.2 73.9 9.4
Population using the internet every day or 
almost every day (%)

65.3 15.5 52.7 9.1 69.4 11.4

Mobile subscriber devices per 1000 population 1426.7 412.1 1569.4 538.9 1928.7 280.2
Subscribers to broadband internet (%) 11.4 5.8 12.9 5.4 21.7 5.1
Subscribers to mobile internet (%) 57.0 20.4 48.2 19.7 88.5 18.1
Innovation and R&D activities
Organizations that performed R&D (%)

26.2 35.9 37.8 51.5 61.8 119.9

Personnel engaged in scientific research per 
1000 population

1.6 1.8 2.5 2.9 3.0 3.7

Patent applications for inventions 128.6 256.4 262.0 465.0 388.4 1207.8
Developed advanced manufacturing 
technologies

8.0 25.4 15.1 28.9 25.8 55.4

Level of innovation activity of organizations 6.3 4.6 7.8 4.9 11.0 5.4
Digital skills of the population
Self-assessment of the impact of ICT on an 
individual’s life: positive impact (%)

82.7 19.8 82.0 6.5 81.1 19.6

Typing and editing text (e.g., using a word 
processor) (%)

33.87 8.67 35.33 9.60 37.22 8.70

(continued)
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Table 1  (continued)

Variables

Lagging 
behind Inertial Progressive
Mean S.D. Mean S.D. Mean S.D.

Working with spreadsheets (e.g., using 
filtering, sorting, writing formulas etc.) (%)

16.98 7.02 18.63 6.73 19.58 5.72

Using programs to edit photo, video (%) 16.86 6.59 17.93 6.64 19.28 6.32
Creating electronic presentations (e.g., using 
special programs) (%)

8.16 4.05 8.81 4.53 8.99 3.42

Connecting and installing new devices (e.g., 
modem, camera, printer, etc.) (%)

8.40 5.16 7.77 4.93 10.44 5.38

Transferring files between devices (computer, 
digital camera, player, smartphone)

19.41 8.06 22.22 8.80 24.47 8.22

Searching, downloading, installing, and 
configuring software, applications

3.23 2.59 2.81 2.29 3.78 2.77

Writing software (using a programming 
language or special codes/commands)

0.53 0.66 0.99 1.51 0.69 0.64

Other skills 26.54 12.93 35.66 10.82 29.62 13.39

N.d. no data available.
Source: Authors’ calculations based on Rosstat data

Region name Path type 11 12 13 14 15 16 17 18 19 20 21 22
Path 

raiting
Kabardino-Balkarian Republic Long disruprion 1 2, 8 2, 8 1 1 1 1 1 3 1 1 1 16
Karachay-Cherkess Republic Long disruprion 1 1 1 1 1 1 3 1 3 1 1 1 16
Volgograd Region COVID impact 1 1 2, 8 1 1 1 1 3 3 1 3 3 21
Altai Krai COVID impact 1 1 1 1 1 3 3 3 3 1 3 3 24
Arkhangelsk Region Developing after 2014 2, 8 2, 8 2, 8 2, 8 3 3 3 3 3 3 3 3 32
Astrakhan Region Developing after 2014 2, 8 2, 8 2, 8 2, 8 3 3 3 3 3 3 3 3 32
Kaliningrad Region Leader pathway 2, 8 2, 8 3 3 3 3 3 3 3 3 3 3 34
Saint Petersburg Leader pathway 2, 8 2, 8 3 3 3 3 3 3 3 3 3 3 34
Moscow Leader pathway 3 3 3 3 3 3 3 3 3 3 3 3 36

Lagging behind 32 18 10 17 22 16 11 6 4 22 14 14
Inertial 49 63 69 60 18 13 8 9 5 0 0 0
Progressive 1 1 3 5 42 53 63 67 73 60 68 68

Total number of regions by 
cluster type

Fig. 4  Examples of digital path types for the selected sample of regions and values of path rating 
in 2011–2022. Note: Red is lagging behind period; yellow is inertial period; green is progres-
sive period

across clusters. Progressive regions show a slight advantage in the service sector 
and derive less income from extractive enterprises compared to lagging and inertial 
regions, but the gap is less than 5%.

For each region, development episodes were identified, and the overall dynamics 
over the period were assessed. Transitions between clusters were then interpreted 
using a contextual understanding of macroeconomic events and the socio-economic 
conditions of the regions (Fig. 4). A total of four types of development paths were 
identified. The “Long disruption” path is typical for regions that have been at a low 
level of development throughout the period, slowly introducing technologies. The 
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“COVID impact” path assumes an episodic but significant decline in digital devel-
opment during the pandemic, which is caused by the relatively low efficiency of the 
digitalization policy. The “Developing after 2014” path is typical of regions that 
intensified digitalization programs after the escalation of sanctions pressure. Under 
the influence of restrictions on access to foreign high-tech markets during the first 
wave of the geopolitical crisis, many companies in the regions suspended digital 
transformation. Finally, the “leader” path is typical for regions that demonstrate 
sustainable implementation of digitalization throughout the period under review. 
For example, Moscow has always belonged to the class of digitalization leaders due 
to its central position as a financial and distribution region concentrating invest-
ments. The same applies to the central regions, e.g., St. Petersburg and Kaliningrad. 
We also use the conditional path rating indicator, which is calculated as the sum of 
scores assigned to a region’s cluster membership over the entire development 
period. For instance, belonging to the lagging regions cluster is assigned 1 point, 
while membership in the progressive cluster is assigned 3 points.

To assess the impact of various regional parameters on the development path and 
long-term rating of the region, a regression analysis was conducted (Table 2). The 
sample included 82 regions from 2016 to 2022. In the first model based on OLS, the 
factors influencing the path rating values were estimated. The analysis showed that 
access to advanced technologies, such as cloud services, has a positive impact on 
the long-term rating, in addition, advanced skills related to searching, installing or 
writing software play an important role. In addition, human capital plays a positive 
role in the development dynamics: for each year of study, the digital rating increases 
by an average of 2.2 points. An increase in the share of the public sector in the 
regional economy in the long term leads to a decrease in the rating. In the second 
and third models based on logistic regression, the impact of regional variables on 
the probability of entering a certain development path was estimated. The “long 
disruption” pathway is associated with a high share of the public sector and signifi-
cant accumulated human capital, which is inefficiently used in regional ecosystems. 
Low levels of basic skills of the population and low levels of innovative activity of 
organizations in the regions also contribute to the long-term lag of the region. 
Regions with a long lag include the Southern republics, which are slowly accumu-
lating basic digital skills. Progressive regions are few in number at the beginning of 
2011, but by the beginning of 2023 their number has grown to 68 over the period. 
The main factors of competitiveness are the rapid expansion of mobile devices and 
broadband Internet, while the level of innovative activity and advanced skills of the 
population play a positive role.

Next, we estimated the parameters of the panel regression; based on the assess-
ment of the quality of the models, a specification with random effects was selected, 
where the dependent variables were the basic and advanced digital skills of the 
population in the regions (Table 3), which means that the differences can be esti-
mated both within and between regions. Considering the influence of generation 
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Table 2  Results of regression analysis

Variables

Path rating 
(OLS) Long disruption Leader pathway
B T B Exp(B) B Exp(B)

(Constant) −15.29 −1.30 −15.72 0.00 73.64* –
LN_GRP log of GRP in 2016 prices 0.14 0.51 −0.15 0.86 −1.86 0.16
RND_ORG_N organizations performed 
R&D

−0.01** −4.59 0.03 1.03 0.04* 1.04

RND_PERS_N1 personnel in R&D per 
1000

−0.04 −0.49 −0.58 0.56 0.15 1.17

VRP_GOV share of GRP in government 
sector

−0.22** −6.24 0.37** 1.44 −0.19 0.83

EDU_YEAR years of education 2.17** 3.47 3.27** 26.39 −2.26 0.10
EXP_YEAR years of work experience −0.12 −1.29 0.46 1.58 −0.35 0.71
RR_IKT_16 Mobile subscriber devices 0.54** 14.57 −1.72** 0.18 0.3** 1.35
RR_IKT_17 subscribers to broadband 
internet

0.24** 6.77 −0.06 0.94 0.3** 1.34

RR_IKT_5 cloud services 0.11** 3.31 −0.1 0.91 0 1.00
ERP_sys ERP systems 0.07 1.50 −0.02 0.98 −0.05 0.95
RR_AMT2 advanced manufacturing 0.00 −0.94 0.00 0.00 0.00 0.00
RR_INNOV level of innovation activity 0.04 1.26 −0.25** 1.28 0.33* 0.72
IKT_SK_BAS basic skills on a 
100-point scale

0.07 1.63 −0.57** 0.57 −0.17 0.84

IKT_SK_AD advanced skills on a 
100-point scale

0.35** 2.59 0.23 1.26 0.9** 2.45

Time fixed effects Yes No No
R2 adjusted 0.673 – –
Nagelkirk R-squared – 0.901 0.732
−2 log-likelihood – 84.04 69.03
Percentage correctly predicted obs. – 97.0 98.4
F-statistic 59.9** – –
Durbin-Watson 1.757 – –
No of obs. 574 574 574

Note: (**) significant at a level of less than 1%; (*) significant at a level of less than 5%

differences in skills, we determined their level by cohorts based on year of birth in 
five-year periods (from 1948 to 1997: 11 cohorts in 82 regions over 7  years). 
Increase in GRP, typical for central or oil and gas regions, positively affects both 
basic and advanced skills, accumulated formal education also has a positive effect. 
At the same time increase in quantity of employed population negatively affects 
both types of skills. The “long disruption” path has a significant negative effect on 
the basic skills of the population, measured on a 100-point scale. Leading regions, 
on the contrary, stimulate the accumulation of both basic and advanced skills of the 
population, creating additional jobs and attracting additional labor force. Regions 
that have shown “long disruption” pathway also have decreased level of basic digi-
tal skills.
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Table 3  Results of panel regression by cohorts for the period from 2016 to 2022

Variables IKT_SK_BAS IKT_SK_AD

B Std. e. z B Std. e. zControl

LN_GRP log of GRP in 2016 prices 3.08** 0.21 14.95 0.77** 0.06 12.22
EDU_YEAR years of education 0.71** 0.08 8.61 0.13** 0.03 4.84
EXP_YEAR years of work experience 0.00 0.01 0.45 0.02** 0.00 8.72
ZAN log of employed population −1.88** 0.22 −8.56 −0.45** 0.07 −6.77
RR_INNOV level of innovation 
activity

−0.01 0.01 −0.46 −0.03** 0.00 −8.68

Development pathways
Development after 2014 (dummy) −0.55* 0.28 −2.01 −0.12 0.08 −1.40
Long disruption (dummy) −0.92* 0.36 −2.54 −0.02 0.11 −0.19
Leader pathway (dummy) 4.02** 0.59 6.82 1.26** 0.18 7.15
(Constant) −47.07** 3.71 −12.70 −14.29** 1.13 −12.65
R2 (overall) 0.24 0.10
N 6314 6314

Note: (**) significant at a level of less than 1%; (*) significant at a level of less than 5%

5 � Conclusion

The evolutionary perspective offers valuable insights into the mechanisms underly-
ing the interaction of digital development paths in Russian regions, defined through 
the intensity and depth of implementation of basic ICT, as well as the accumulated 
digital skills of the population. By combining history-friendly and formal methods, 
this study provides a statistical assessment and interpretation of these dynamics 
within their historical and institutional contexts. First, cluster analysis allowed us to 
differentiate development paths and identify several main types of paths during the 
period from 2011 to 2022. Central regions, such as Moscow and St. Petersburg, 
maintain their digital leadership throughout the entire development path. For most 
Russian regions, however, the main turning point in development was in 2014, when 
most regions activated digital development strategies under the influence of sanc-
tions pressure. In addition, the pandemic disrupted digitalization processes in a 
number of southern regions, increasing heterogeneity and uncertainty of their paths. 
Second, regression analysis confirmed the importance of advanced digital skills 
related to programming and software installation for the dynamics of digital devel-
opment. The key drivers of digital development in the regions were broadband 
Internet and mobile devices, which provided access to digital ecosystems for the 
population, strengthening both basic and advanced digital skills. Logistic regression 
confirmed that the lack of basic skills development causes a long-term gap and digi-
tal backwardness of the regions.

The study contributes to the theory of evolutionary economics by proposing a 
classification of regional digitalization paths during economic shocks and 
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geoeconomic fragmentation. Our findings align with Martin and Sunley’s [51] 
emphasis on trajectory dependence, but extend their framework by using empirical 
calculations based on clustering and regression analysis to explain the impact of 
different regional trajectories on digital skills in Russian regions. Confirming the 
research of Boschma and Frenken [52], our study empirically validates the co-evo-
lutionary interplay between regional digitalization trajectories and pre-existing 
institutional-geographic contexts, demonstrating that even in emergent digital sec-
tors, path-dependent dynamics, shaped by heterogeneous skill distributions, epi-
sodic shocks (e.g., sanctions, pandemics), and infrastructural legacies, persistently 
constrain locational neutrality, necessitating adaptive policy designs that account 
for historically embedded regional asymmetries in human capital and technological 
absorptive capacity. We also confirmed the co-evolutionary dynamics between 
regional digitalization trajectories and pre-existing institutional-technological con-
texts demonstrating that even emergent digital sectors exhibit path-dependent con-
straints shaped by heterogeneous skill endowments, episodic shocks (e.g., sanctions, 
pandemics), and infrastructural legacies, aligning with Tödling and Trippl’s [53] 
emphasis on institutional adaptability.

The four types of paths are based on an understanding of the historical context 
and reflect not only the contextual contribution of episodic crises but also a systemic 
approach to the impact of external changes on the dynamics of digitalization. 
Practical implications include, firstly, recommendations for the implementation of 
differentiated regional digitalization policies and the distribution of investment pro-
grams in accordance with the identified development paths. Secondly, regulatory 
policies should consider technological, innovative and social areas that reflect the 
contribution of digital skills to the speed of ICT adoption: regional programs should 
be sensitive to skill gaps in the population. Finally, it is advisable to use the pro-
posed dynamic approach to determining the region’s path rating over a certain 
period to assess the effectiveness of digitalization and the interaction of local orga-
nizations, authorities and the community.

Despite the identified challenges, digital technologies have significantly impacted 
the quality of human capital in Russia, offering new ways to access knowledge, 
expanding economic opportunities, and improving well-being. However, from an 
evolutionary perspective, this study confirms for the first time that such benefits are 
also unevenly distributed over the long term. The limitations of the approach are 
related to the shortcomings in the explanatory power of the path dependence con-
cept: the systemic circumstances in which it arises are not fully understood. Future 
research should overcome the limitations of the current approach by selecting a 
broader set of institutional indicators, including regulatory indicators related to edu-
cation and the digital transformation of industry. As new statistical data become 
available, it is also promising to determine the contribution of the second wave of 
geoeconomic fragmentation in 2022 to changing paths and human capital markets.
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1 � Introduction

In today’s world, culture and creativity have become powerful drivers of the global 
economic and social development. Digital transformation of modern life has led to 
a surge in the creative industries, driven by innovative problem-solving in the politi-
cal, social, cultural, and technological spheres. At the heart of this trend lies the new 
“creative economic policy”. Conceptually, creative industries rely on forward-
thinking theories that capture the sweeping changes in technology, management, 
economy, and society [1]. Seen from this perspective, creative industries play a vital 
role in fueling economic growth at national and regional levels by harnessing, posi-
tioning, and maximizing the unique resources of distinct areas [2].

The first country to create creative clusters was the UK. By implementing the 
new economic policy, abandoned or derelict industrial sites that made cities less 
attractive to residents and visitors began to transform into creative cities. The suc-
cess of such projects largely stemmed from the government’s effective prioritization 
as the development of creative spaces was considered a top policy goal. Early suc-
cesses enabled authorities to extend these strategies to regional and local econo-
mies, sparking a “creative revolution” [3]. This shift transformed creativity into a 
valuable economic resource, turning cities into dynamic spaces for innovation and 
expression. Revitalization of abandoned industrial areas, especially in city centers, 
became one of the most impactful ways to build creative clusters. Globally, this 
approach has rejuvenated old industrial regions, drawing new investments and 
infusing these areas with renewed purpose [4].

A wide array of interactive services (various multimedia, computer games, the 
internet) serve as tools for promoting and expressing human creativity. These tools 
not only assist people in their daily lives but also activate their creative potential, 
encouraging them to create something on their own [5]. The advent of new technical 
means has enabled the mass production of creative products, making them accessi-
ble to a broader range of customers [6]. In the creative economy, digital technolo-
gies are used as a foundation for developing value chains, significantly increasing 
the capital value of enterprises [7].

Currently, there is a recognition that the creative sector is Russia’s new industrial 
policy, it is a catalyst that influences other spheres, increasing their efficiency. A 
new context for the development of creative industries arises from shifts in national 
priorities, such as strengthening Russia’s cultural identity, promoting domestic tour-
ism, improving labor market participation, and unlocking the creative potential of 
individuals in entrepreneurship [2]. To achieve these goals, it is crucial to establish 
a creative economic sector and enhance its contribution to the regional economy [8]. 
Regions, particularly smaller cities, hold vast untapped potential.

The rapid development of creative industries in Ural and Siberian cities requires 
theoretical and practical reflection, taking into account the world experience of cre-
ative reindustrialization in old industrial centers.

These regions are primarily dominated by small towns, often formerly industrial 
but in need of reindustrialization. Russia is sometimes referred to as the country of 
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small towns, because among more than a thousand Russian cities, small towns with 
a population of less than 50,000 account for more than 70%, and according to 2023 
data, they are home to about 15% of the population, with their share of the total 
number ranging from 43% in the Southern Federal District to 83% in the Ural 
Federal District [9]. These towns and cities stitch together the vast expanse of the 
country into a unified system. Despite the fact that many of these towns and cities 
have reserves of human capital, rich industrial and cultural heritage, they remain 
unattractive for living and therefore need revitalization.

This is especially relevant for small regional towns, often former industrial cen-
ters in need of reindustrialization. In this regard, creative industries serve as a key 
tool for fostering sustainable growth in second-tier cities, making them more attrac-
tive to both residents and visitors. The process can also be significantly accelerated 
through well-structured strategies at the national, regional, or municipal levels. The 
growing emphasis on creative industries in government policy is particularly impor-
tant, as small and medium-sized enterprises (SMEs) in creative clusters were ini-
tially established with minimal government support. Over the past decade, there has 
been significant progress, marking a turning point with the state’s increased focus 
on the creative economy. However, the development of creative industry clusters in 
Russian regions remains uneven, progressing at different rates and scales due to fac-
tors such as historical, cultural, and socio-economic conditions, as well as available 
resources and local development priorities [10].

In today’s economic landscape, the strategy for developing the creative industry 
needs to be updated, which includes integrating various elements at different stages 
of strategy development and implementation [11], while also ensuring proper meth-
odological and legal frameworks. The concept of creative industries, closely tied to 
regional characteristics that vary across areas [12] and often involving small and 
micro-enterprises, individual actors [13], and local associations [14, 15], presents a 
major challenge in identifying which companies should qualify as part of the cre-
ative sector. This situation, in turn, has made it difficult to accurately measure the 
sector’s size and impact.

Global experience in developing creative industries clearly shows that urban 
policy design cannot be a “one-size-fits-all” approach. It is, therefore, essential to 
avoid simply “copying” models from elsewhere [16]. In order to develop a tailored 
management policy, it is important to preserve and emphasize the local identity of 
each region, as the latter serves as a crucial resource for the growth of the creative 
economy [17].

Russian policy in the field of creative industries is still evolving, as are the aca-
demic discussions on this topic, which are currently mostly limited to qualitative 
assessments and analytical reviews [18].

The subject of our study is second-tier cities, which we define in the broadest 
sense as “all cities in the region, except for administrative centers and large regional 
industrial hubs” [19].

Our research focuses on the emerging field of creative reindustrialization (or 
“creativization”) in second-tier cities in the context of digitalization. This approach 
allows us to address key issues related to both digital and spatial transformation 
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[20]. At the heart of this field is the concept of “creative reindustrialization,” which 
stands for the transformation of the economy of an industrial city to support its 
transition to sustainable socio-economic development through creative indus-
tries [21].

The successful development of creative industries relies heavily on a unique con-
cept that emphasizes the creative specialization of a region or city. This specializa-
tion draws on both established industries and new, innovative ones [22]. In our 2023 
article (see, [8]), we formulated a conceptual approach to managing the develop-
ment of creative industries in second-tier industrial cities.

This concept underlies a strategy, which, in turn, provides recommendations for 
overcoming challenges and offers support measures to address “the specific issues 
and characteristics of the creative sector in the region”.

This article aims to develop a modular approach to managing creative industries 
in second-tier industrial cities of the Urals and Western Siberia, differentiated 
according to the identified organizational and economic models of their develop-
ment. The realize this goal, the following tasks should be solved: to develop a mod-
ular approach to managing creative industries as a tool for reindustrializing 
second-tier cities; to propose a set of state support measures differentiated for vari-
ous management strategies in the context of creative reindustrialization under the 
modular approach; and to devise a system of interaction between organizations 
involved in managing creative industries in second-tier cities in the context of 
digitalization.

In our study, we interpret a creative cluster as a community of entrepreneurs and 
creative industries organizations operating in a certain territory. The specific result 
of a creative cluster is a synergetic effect due to the interaction of cluster residents, 
manifested in creating new ideas and projects.

Within the modular approach, we see the strategy as a system for identifying, 
formulating, and developing a concept that guarantees long-term success through its 
consistent and full implementation [23]. The development model for strategies in 
the creative industries should be based on the following theoretical and method-
ological principles: (1) flexibility of the strategy, supported by “investments in 
development opportunities” to create and sustain competitive advantages; (2) recog-
nition of the strategy as an “economic and managerial category,” meaning it is a set 
of rules and criteria for making management decisions, particularly in future unsta-
ble conditions; and (3) the strategy should result from a long-term focus on the 
city’s unique capabilities.

2 � Literature Review

The policy of creative industries managing in the digital era should include several 
key directions [24], we based our review on this topic.
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•	 Creation of public service platforms that act as “bridges” between all partici-
pants: the state, businesses, and the population. Grodach [25] advocates for a 
strategy that focuses on leveraging and supporting the existing creative commu-
nities in a city, as well as prioritizing the needs of creative entrepreneurs. He 
argues that, for the development of creative industries, preference should be 
given to supporting the already existing networks rather than starting new ones. 
He also justifies the need to differentiate policies in the creative industries not 
only in industrial cities and cities with a developed knowledge economy but also 
in “shrinking” cities and those experiencing overpopulation.

•	 Interagency cooperation to jointly promote the development of cultural and cre-
ative industries in partnership with universities, research institutions, and busi-
nesses. Most studies on creative sector management policy and the role of 
institutional development suggest that the number and diversity of creative 
industries positively impact urban economies [18]. A separate body of literature 
focuses on the development of creative industries in industrial areas. It is often 
assumed that a strong industrial sector can hinder the market entry of non-
extractive industries at the regional level. However, there is evidence that effec-
tive regional institutions can alleviate these negative effects on regional 
diversification indicators [26].

•	 Establishment and improvement of the investment and financing system for cul-
tural and creative industries. Globally, government financial support of creative 
industries is not always direct and can also be provided indirectly. For example, 
in 2018, the European Council supported a VAT reduction on electronic publica-
tions, which contributed to the growth in the consumption of cultural goods [27]. 
In response to the decline in industrial production, the policy of supporting local 
creative entrepreneurs and organizations gained popularity. Florida’s research, 
which paved the way for creative place-making and urban redevelopment poli-
cies, focuses on attracting creative workers [28]. According to Fazlagić and 
Szczepankiewicz [29], the urban development of a creative city, and conse-
quently its management policies, should be based on an assessment of the city’s 
creative potential, which includes its urban structure, traditions, and cultural 
climate.

•	 Creation of a special fund for cultural and creative industries. Studies on the 
management policy of creative industries also highlight the importance of the 
social aspects of economic development: creating a business-friendly climate, 
stimulating local leadership, fostering tolerance, and building social capital. The 
local administration plays a central role in this process, coordinating all activi-
ties, including the creation of digital platforms to connect with creative industry 
entrepreneurs [30–33]. Most often, government institutions are the key figures 
that determine financial support for creative industries, as the creative business 
sector is considered high-risk for external investors [34]. In Russia, state grant 
support depends both on experts from the Presidential Fund for Cultural 
Initiatives, who play an important role in distributing artistic and cultural funding 
from the federal budget, and on regional government institutions responsible for 
grant application processes and co-financing projects. Due to digitalization, 
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grant applications can be sent to the foundation through the foundation’s plat-
form from any municipality in Russia.

The different classifications of creative cities in a technological world are detailed 
in one of our previous papers [35], where we develop the idea of Hospers [36] that 
local governments can ensure the creation of different types of creative cities by 
providing the basic conditions for their emergence. This classification identifies 
technologically-innovative, culturally-intellectual, culturally-technological and 
technologically-organizational cities. Each of these towns and cities develops on the 
basis of digital technologies that support its specificity.

Matovic et al. [37] classifies creative cities by identifying “Creative-Governance 
Cities”. This type of city focuses on multi-level and collaborative governance. In 
this case, the key decision-making tools are feedback platforms and digital channels 
of joint decision-making by authorities, business and population.

The issue of reindustrialization in second-tier cities is reflected in Dragan [38], 
where tourism is considered as one of the promising options for economic develop-
ment. Мore case studies on reindustrialization and creative cities are mentioned in 
our article, where we explore key factors in managing creative reindustrialization 
strategies.

Globally, government financial support is not always direct and can also be pro-
vided indirectly. For example, in 2018, the European Council supported a VAT 
reduction on electronic publications, which contributed to the growth in the con-
sumption of cultural goods [27]. In response to the decline in industrial production, 
the policy of supporting local creative entrepreneurs and organizations gained popu-
larity. Florida’s research, which paved the way for creative place-making and urban 
redevelopment policies, focuses on attracting creative workers [28]. According to 
Fazlagić and Szczepankiewicz [29], the urban development of a creative city, and 
consequently its management policies, should be based on an assessment of the 
city’s creative potential, which includes its urban structure, traditions, and cultural 
climate.

There are a number of research centered on the processes of reindustrialization 
(revitalization) as a fundamental strategy for small towns [2, 39, 40]. The authors 
highlight that harnessing a territory’s creative potential is crucial for restoring and 
developing historical and cultural heritage sites, promoting domestic and event 
tourism, establishing economic models for realizing creative potential, and reinforc-
ing Russia’s cultural identity and sovereignty.

The second area deals with the practical and methodological aspects of the 
assessment of regional creative potential, which is vital for shaping or updating 
development strategies [41–45]. For example, Boos et al. [19] developed the Index 
of Regional Creative Policies Quality (ICQ) to assess the quality of planning and 
support for creative industries in Russia’s regions. Another issue that researchers 
focus on is government support for the creative sector of the economy across all 
regions [46–48].
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A significant number of studies analyze and assess creative industries as part of 
municipal and regional strategies [49, 50]. There are also works examining specific 
aspects of strategic planning and design in the field of creative industries [51, 52].

There is a surge of scholarly interest in the digitalization of the creative economy 
sector. Due to digitalization, creative companies grow 3–5 times faster than the 
overall economy, as digital platforms play a crucial role in processes like product 
promotion and reputation management [53, 54].

3 � Materials and Methods

The empirical base, as part of which data are translated into results of intellectual 
activity (RIA), was formed in 2022–2024, and includes clusters, the start of which 
dates back to the mid-2010s. The objects of the study include both established cre-
ative clusters and those with the prospect of their creation in small and medium-
sized cities in Sverdlovsk region, Chelyabinsk region, Kuzbass and Altai Krai. In 
total, the study area included 16 creative clusters of old industrial cities of the sec-
ond tier (Table 1).

It should be noted that the study is based on empirical data, which is not com-
plete and exhaustive due to the dynamic process of creative industries development 
and cluster formation in the second-tier cities of the Urals and Siberia.

The data were collected from publicly available open sources, the websites of 
creative clusters and websites of administrations of the relevant regions of the 
Russian Federation, including the author’s database on municipalities (created on 
the basis of two sources: the site “My City” and Rosstat), case studies of the Agency 
for Strategic Initiatives (ASI), the author’s database “Regulatory legal acts regulat-
ing the development of creative and tourist industries in the subjects of the Russian 
Federation” (certificate number 2023624398). The structuring of social space is 
based on the territorial principle, and the criterion for selecting cities is the quantita-
tive criterion of population size.

The methodological basis of the study is case study analysis. The method of clas-
sification was used to group creative clusters into types according to the criterion of 
local identity structure (different combinations of material and symbolic compo-
nents), which allowed forming three models of creative clusters based on the devel-
oped typologization, reflecting their mission: conservation, transformation, and 
generation.

The theoretical basis of the study was formed by articles of Russian and foreign 
researchers on management and development of creative industries, including the 
factor of digital transformation.

As a result of case analysis, a modular approach to the management of creative 
industries was formed. The basis of this approach is a local identity construct, which 
includes material and symbolic components in various combinations of importance. 
This allowed us to identify three strategies for managing creative clusters: conserva-
tion, transformation, and generation depending on the choice of the local strategy in 
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Table 1  Creative clusters and creative spaces in the Urals and Siberian cities

City size City Object (creative cluster) Cluster site

Sverdlovsk region

Settlement Chernoistochinsk 
(3.5)

Creative cluster in 
Chernoistochinsk

Demidov ironworks (not 
opera
Tional)

Small: 10–50 Sysert (20) Creative cluster Leto na 
zavode

Turchaninov-Solomirsky 
iron
Works (not operational)

Small: 10–50 Aramil (14) Creative cluster Razvitie 
fabriki idej ili pro tekstil v 
Aramile

Aramil cloth factory (not 
operational)

Medium-
sized: 50–100

Polevskoy (54) Museum complex 
Severskaya Domna

Seversky pipe plant 
(operational)

Large: 
100–250

Pervouralsk (113) Innovation culture Centre Starotrubny factory (not 
operational)

Large: 
250–500

Nizhny Tagil (334) Creative cluster 
Samorodok

College of Applied 
Disciplines (not operational)

Association of museums 
and heritage sites 
Gornozavodskoy Ural

Building of the former City 
Council

Chelyabinsk region

Small: 10–50 Satka (43) Creative cluster art-Satka Building of the branch of the 
South Ural state university

Large: 
250–500

Magnitogorsk (418) Multifunctional park 
Prityazhenie

Park (free territory)

Kemerovo region

Medium-
sized: 50–100

Mezhdurechensk 
(95.4)

Eco-resort 
Mezhdurechensk. Gorod 
taigi

Mountain Yugus, mountain 
Cherny Salan, and 
Podnebesnye Zubia

Largest 
(500–1000)

Novokuznetsk (544) Creative cluster KMK 
hotel (ecosystem)

KMK hotel (not operational)

Largest 
(500–1000)

Kemerovo (549) Cultural space “editorial” Publishing and printing 
enterprise “Kuzbass”

Prototyping Center for 
Creative Industries “shop”

Branch of the Russian state 
Institute of Stage Arts

Cultural and educational 
complex of the Siberian 
arts cluster

At the intersection of 
Voroshilova St. and 
Khimikov Ave, Leninsky 
district

(continued)
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Table 1  (continued)

City size City Object (creative cluster) Cluster site

Altai Krai

Small: 10–50 Zarinsky district of 
Altai region (13.7)

Sports and tourism cluster 
Tyagun

On the territory of 
Tyagunsky selsoviet, 
Zarinsky District, Altai 
region

Large: 
100–250

Biysk (184) Creative space Kalendar Based on the youth Center 
for Civic Initiatives Vector

Comprehensive tourist 
route small Golden ring of 
Altai

Chuysky Trakt: Biysk, 
Belokurikha, Biysky, 
Krasnogorsky, Altaisky, and 
Smolensky districts

Source: Turgel et al. [8]

achieving the goals of socio-economic development of territories. A differentiated 
management policy and a set of state support measures are proposed for each 
strategy.

The choice of the organizational and economic model for the formation and 
management of creative clusters in second-tier cities is determined based on two 
basic criteria: (1) the level of government intervention and (2) the specifics of the 
organization of creative industries.

The method of content analysis of the existing academic and regulatory sources 
allowed us to develop a system of interaction between organizations that ensure the 
process of managing creative industries in second-tier cities amid digitalization.

4 � Results

4.1 � A Modular Approach to Managing Creative Industries 
in Second-Tier Cities of the Urals and Western Siberia

Strategies for managing creindustrialisation in second-tier cities under conditions of 
digital transformation on the basis of a modular approach are presented in Fig. 1.

The main premise of the modular approach is that “a smart strategy ... implies a 
fine tuning to the characteristics of each territory” [35]. This means that creativity-
based policies do not inherently guarantee successful territorial development and 
can, in some cases, have neutral or even negative outcomes. Therefore, it is crucial 
to consider as many details, processes, and factors as possible that influence the 
outcome of a creative development strategy in second-tier cities.

We see the modular concept in management as a set of elements that form a uni-
fied system for managing a city’s creative development while retaining relative 
autonomy. In this study, the concept implies the use of a “construction set” approach 
in managing creative industries, where creative industries should serve as a key tool 
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Fig. 1  Strategies for managing creindustrialisation in second-tier cities under conditions of digital 
transformation on the basis of a modular approach

for preserving and leveraging the tangible and intangible heritage of peripheral cit-
ies, transforming this heritage into an economic asset.

The primary mission of the module is to create a customized “construction set” 
for each city that supports an effective development strategy. The core of this con-
struction set is creativity rooted in local identity. The other elements of the module 
act as supporting, interconnected components essential for the success of the city’s 
development strategy. These include executive and legislative bodies, infrastructure 
that fosters the growth of the city’s creative economy, human capital, and other fac-
tors. These elements constitute a kind of “outer shell” and “protective belt” around 
the core. Additionally, they include factors that characterize the local environment. 
In simpler terms, the modular approach seeks to establish a comprehensive manage-
ment system—built on essential principles, methods, and tools for achieving 
goals—while also allowing for the strategy to be tailored to the specific needs of 
industrial second-tier cities as they develop their creative economies.

The first step is to identify the city’s unique characteristics to create a tailored 
strategy for managing its creative space. More specifically, the management of 
urban space development should start with an analysis of its creative potential and 
challenges, followed by the development and implementation of “activities of the 
strategic development plan.”

The next step is to select the organizational and economic model that best repre-
sents the city in the context of its creative development. For this purpose, we pro-
posed two typologies: one for creative clusters in second-tier cities [8] and the other 
for organizational and economic management models [55].

The reverse direction involves monitoring the implementation of the strategy and 
making adjustments when needed. The development of creativity in a city is influ-
enced by various factors, which may sometimes require significant changes in the 
management process. These changes can affect the core—local identity, which pro-
vides coherence to the entire structure. Local identity thus serves both as the source 
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for creating the modular management concept and its ultimate goal. For the creative 
sector to become an instrument of urban development, it must stem from the city’s 
local identity, which we view as the key “formatting characteristic” that shapes the 
territorial community.

4.2 � A Typology of Creative Clusters in Second-Tier Cities 
Based on the Two-Component Construct of Local Identity

The identity of a location is the source of dynamic development for any space, 
including urban areas, due to the actors operating within it. Each new generation not 
only has its own understanding of the shared living space but also inherits the sys-
tem of social meanings created by its predecessors, expressed both in spiritual his-
torical heritage and in the tangible objects of material culture. It is local identity that 
shapes the image (context) of the city as a cohesive, recognizable place, encompass-
ing local traditions, landmarks, the “social profile of residents,” and so on. It is clear 
that the most important role in developing the “politics of identity” falls to local 
authorities that are responsible for initiating its creation and development in periph-
eral cities.

The local identity of the second-tier cities in the Urals and Western Siberia is 
shaped by various processes and factors, yet these cities largely remain “reposito-
ries of traditional values,” retaining their cultural code. This is why experts believe 
these cities have “geostrategic significance” and are capable of strengthening the 
“framework of the state.”

The starting point for developing the modular management concept is our under-
standing of local identity as a construct, which includes two components: material 
and symbolic. The first component consists of physical objects that reflect the 
uniqueness of the location (industrial and factory areas, natural landmarks, and the 
cultural-historical heritage of the region). The second component transforms the 
city’s space into a “symbolic space,” which serves as the foundation for the forma-
tion and preservation of identity through symbols and meanings that shape the city’s 
context. At the same time, it works in conjunction with the city’s creative economy 
to outline its creative space. If all elements of the urban environment are brought 
together in this space, it creates opportunities for personal growth and enables every 
resident to achieve creative self-realization. In other words, it is about creating an 
economic model in the city that, as Florida [28] suggests, is primarily focused on 
the residents. The key to developing this model lies in the ideas and innovations of 
the people who live there.

The distinct combinations and significance of material and symbolic components 
within the construct allowed us, based on empirical data (case analysis of creative 
clusters in cities of the Urals and Siberia), to develop an original typology of cre-
ative clusters represented by three models: “conservation,” “transformation,” and 
“generation” [18]. Schematically, the feature of these typologies is presented in 
Table 2.
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Table 2  Types of creative clusters

Creative cluster 
model

Creative 
cluster type

Significance of the material 
component

Significance of the symbolic 
component

Conservation 1 High High
Transformation 2 Average Low

3 Low Average
4 High Average

Generation 5 Low High

This approach, in our view, offers a more effective framework for local strategic 
planning to achieve the socio-economic development goals of a city by leveraging 
the creative potential of its residents. Focusing on local identity helps tailor the 
conditions in accordance with the unique characteristics of a location, which are 
essential for developing effective policies to manage the city’s creative industries.

4.3 � Modular Management of Creative Industries Based 
on Local Identity in Industrial Cities

For second-tier cities in the Urals and Western Siberia, which are characterized by 
their distinct industrial profiles, manufacturing has long been a defining aspect of 
their local identity. However, the decline in industrial specialization across many of 
these cities has triggered a crisis of “factory identity,” prompting a shift in  local 
discourse. The success of this transition largely depends on whether local authori-
ties have a clear understanding of the initial conditions, enabling them to identify 
new symbols and meanings for the city.

Establishing this understanding is crucial for formulating a strategy that fosters 
growth within the creative sector of these industrial cities. The goal is to revitalize 
and transform these areas into hubs of growth by expanding the concept of tradi-
tional factory symbolism, adapting local identity to reflect contemporary realities, 
and leveraging the creative potential inherent in these cities.

If a creative space is represented by clusters where both components of local 
identity, material and symbolic, are equally significant (in our typology, this is the 
“dynamic conservation” model), the main goal of managing such a location is to 
preserve the city’s old identity while ensuring its continuous adjustment in response 
to emerging challenges. The brand of such a cluster is shaped by its place of origin, 
and its successful performance largely depends on its ability to convey the loca-
tion’s symbolic meanings through creative industries. In contrast, for clusters where 
both components are weakly developed (the “generation” model), management 
efforts should focus on how the local community interprets its identity, creating new 
meanings and values. In this case, the creative cluster serves as a key tool to achieve 
that goal. The “actualization” of local identity can be affected by various processes, 
such as tourism development or territorial branding, initiated not only by local 
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authorities but also by regional and federal ones. The ultimate goal is to transform 
the local context in a way that allows for an effective global outcome—preserving 
national culture.

The choice of an organizational-economic model for developing creative clusters 
in second-tier cities is based on two key factors: the level of government interven-
tion and the way creative industries are organized [18]. If a city lacks bottom-up 
initiatives and creative development primarily results from the government’s efforts, 
such as infrastructure creation and funding through state subsidies (the “dependent” 
model in our classification), then it is clear that local authorities should focus on 
stimulating local initiatives in the creative space to transform cultural heritage into 
a valuable urban resource. At the city leadership level, the main focus should be on 
developing initiative projects that are thoroughly researched and supported by a 
clear rationale. These projects should have a strong foundation, making them more 
likely to secure grants and financial support from the regional center. If the govern-
ment is not directly involved in building the creative urban space, and instead, the 
initiative comes from large creative enterprises—organized by industry, capable of 
reaching national and international markets, and with business strategies in place 
for consuming creative products—this approach is classified as a “mature” 
organizational-economic model. In this case, the management goal is to support 
both individual and collective creativity through the use of technological innova-
tions. It should also be noted that the strategy for managing creative industries will 
be most effective if it is tailored to the specific needs of each type of creative cluster.

Government support should be tailored to suit each development model. For 
example, if an urban creative space is to be developed under the “dynamic conserva-
tion” model, the primary forms of municipal assistance should include funding and 
informational support. On the other hand, if the city’s main strategy is to create a 
creative cluster, the emphasis should shift toward infrastructure development, proj-
ect production, and expert evaluation. Additional forms of methodological support, 
such as organizing consulting and training programs to enhance the skills of creative 
industry participants and fostering a network of creative entrepreneurs, should also 
be prioritized. Finally, when it is necessary to transform an already established cre-
ative cluster—for example, to increase the “urban creative intensity” or find an 
unconventional solution to a current urban challenge—the choice of support mea-
sures will depend on the planned trajectory of its development. In this case, the most 
effective form of infrastructure support for creative industries would be “creative 
clusters of advanced development.” These clusters have the potential to establish 
technological value chains that drive the growth of the creative urban space by pro-
ducing new, unique products with high added value and opening up new markets for 
them. Another important approach could involve modifying the territory’s “geo-
brand,” emphasizing not only the city’s cultural and natural heritage but also its 
unique strengths that can attract talented creative individuals. This strategy aims to 
position the city as an appealing destination for creative talent by showcasing its 
distinctive attributes and potential.

In all three cases, when implementing any of the three strategies in the city, par-
ticular attention should be given to building interactions and establishing dialogue 
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with regional cultural authorities, and, of course, supporting entrepreneurs in pro-
tecting their rights and intellectual property. A significant role in this process is 
assigned to the Regional Standard for the Development of Creative Industries. It 
serves as a compilation of best practices, organized into 12 recommended steps for 
establishing and implementing support measures aimed at fostering the growth of 
creative industries at the regional level (Regional Standard for the Development of 
Creative Industries, https://asi.ru/library/main/197563).

4.4 � Creative Industries Ecosystem in Second-Tier Cities Based 
on a Digital Platform for Effective Interaction Between 
Institutions and Organizations

Our analysis of strategic documents has shown the importance of creating a coordi-
nated system to manage creative industries. This system should comprise a clear 
organizational structure between representative bodies and establish a foundation 
for both methodological support and legal regulation. It is also essential to define 
the key roles and functions of development institutions, federal agencies, and both 
sector-specific and cross-sectoral organizations.

The practice of institutional support is shaped by the creation of anchor organiza-
tions in the management of creative industries, which can be broadly divided into 
two models of operation. Within the first model, support is provided by an already 
existing regional organization for small business and entrepreneurship. A prime 
example is the Sverdlovsk Regional Fund for Entrepreneurship Support (SOFPP), 
which offers a full range of services for entrepreneurs in the creative industries at 
any stage of development such as startup training programs, concessional lending, 
and assistance in entering international markets. Within the second model, a sepa-
rate organization is created, for example, “Krespektiva” in Kaliningrad region.

However, there is a lack of systematic interaction among institutions and inter-
sectoral organizations that should provide the necessary conditions for the growth 
of creative industries (Fig. 2). The green lines on the diagram represent connections 
established through legally defined cooperation, without strict organizational 
subordination:

1—Federal institutions should implement major projects of interregional and 
national significance and co-finance regional projects;

2—Educational organizations are often established on the basis of sectoral and 
intersectoral, federal organizations;

3—Project institutes and cross-sectoral organizations can cooperate with the 
Ministry of Economic Development of the Russian Federation on the elaboration of 
development directions for individual creative economy industries, and organize 
joint educational events.

4—Educational institutions such as the Higher School of Economics (HSE) can 
collaborate with the ASI on research tasks and organize joint educational events;
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Fig. 2  Key development institutions and intersectoral organizations managing creative industries 
in the digital environment

5—Development of regional strategic documents (regional standards for creative 
industries development) with informational and educational functions; Building 
partnerships with federal centers of creative industries development.

6, 7—Comprehensive information exchange to foster the development of cre-
ative industries;

8—Implementation of educational, acceleration, and outreach programs focused 
on regional development through creative economy tools.

Addressing these issues will promote effective collaboration among all relevant 
institutions and organizations. At the city level, this involves building an ecosystem 
for creative industries that takes into account spatial, economic, social, and cultural 
factors. Such an ecosystem aligns institutional conditions and interaction mecha-
nisms among companies engaged in the creation, development, production, and dis-
tribution of creative industry products, as well as in workforce training [56]. The 
digital environment serves as the foundation for the operation of this ecosystem [56].

Importantly, all relevant stakeholders—government bodies, business representa-
tives, and public and educational organizations—should be involved in developing 
and implementing an effective national strategy to ensure the economic well-being 
of regions and individual cities. This collaboration will create optimal conditions 
for helping regions achieve their strategic socio-economic development goals 

Management Strategies for Creative Reindustrialization in Secondary-Tier Cities…



280

through creative industries. However, while national strategies focus on general 
characteristics, the strategy for each individual region, and especially cities, should 
be tailored to specific features that shape competitive advantages and “potential 
growth points of the economy” [57].

5 � Conclusion

Analysis of both international and Russian practices in supporting creative indus-
tries demonstrates that the greatest effect of government regulation is achieved 
through systematic and sustained efforts [6].

The creative sector comprises, firstly, small enterprises, and secondly, self-
employed individuals, which creates a need for virtual spaces that facilitate net-
working not only with clients and business partners but also with educational, 
scientific, and urban communities. The digital environment is essential for fostering 
these connections and establishing strong relationships.

A systematic, modular approach to managing creative industries, which consid-
ers local identity and development factors, helps define strategies for secondary-tier 
cities. These strategies include placing small businesses in city centers, renovating 
historic central areas, and transforming historical monuments through public and 
private investment. Most cities located in former industrial areas face a severe short-
age of innovative business practices and management solutions. Therefore, it is 
essential to establish an environment that attracts creative individuals, transforming 
the urban landscape and fostering the production and commercialization of local 
entrepreneurs’ know-how. The launch of these processes will inevitably lead to the 
creation of an inclusive “personalized economy,” highlighting the uniqueness of the 
territory.

However, relying solely on the resources of a secondary-tier city will not yield 
positive results unless the location’s unique characteristics are supported externally, 
with substantial institutional and financial backing, primarily from regional authori-
ties. The municipality’s task is, therefore, to maintain an ongoing, active dialogue 
with residents, businesses, and other potential stakeholders. This will help local 
authorities preserve the unique atmosphere of small provincial towns, traditionally 
guardians of cultural values, and prevent them from losing out to megacities. It will 
also help reduce or eliminate harmful migration trends, primarily the outflow from 
these areas.

Further development of the topic will have several directions. First, it is the study 
of the digital transformation process in relation to creative reindustrialization, 
including the formation of the smart city concept for small and medium-sized pro-
vincial locations; the creation of a creative industries management ecosystem on a 
digital platform. Secondly, a detailed justification of the applied significance of the 
theoretical and methodological concept proposed by the authors for both Russian 
regions and other countries that have small and medium-sized cities with industrial 
heritage requiring revitalization, using a comparative analysis.
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1 � Introduction

The widespread adoption of digital technologies, driven by advancements in sci-
ence and technology, has catalyzed digital transformation across all sectors, includ-
ing business, the public sector, and households [1]. Digital transformation aims to 
enhance business processes by introducing substantial changes through the integra-
tion of information and communication technologies (ICT) and related innovations 
[2]. Modern technological advances applied within the framework of the Industry 
4.0 concept, such as 3D printing, cloud computing, artificial intelligence, digital 
twins (DT), and the Internet of Things (IoT), have changed the approaches of both 
business and public institutions to value creation and contribute to enhancing the 
quality of life across various domains [3]. One of the strategically important areas is 
healthcare, where digital transformation has gained increased importance largely 
due to the need for technological convergence across sectors and regions, accelerat-
ing the adoption of ICT in response to the challenges caused by the COVID-19 
pandemic [4].

Recent literature shows that the COVID-19 pandemic has highlighted the need 
for digital adoption, particularly in the healthcare sector, where challenges such as 
staff shortages, inadequate equipment and unstable supply chains have increased 
dissatisfaction with the quality of healthcare services [5]. In response, many health-
care institutions within the European Union accelerated their digital transformation 
efforts as early as 2020 [6]. Solutions such as electronic health records (EHRs), 
telemedicine, and the systematization and intelligent analysis of large patient data-
sets have shown potential to reduce social inequalities in healthcare, thereby improv-
ing the overall well-being of the population [4]. However, the outcomes of many 
healthcare digital transformation initiatives have been mixed. Projects such as EHR 
implementation and digital appointment systems have often fallen short of expecta-
tions, yielding inconsistent results [7, 8]. Previous research has identified several 
barriers to digital transformation, including social factors such as the usability of 
services, fear of new technologies, low levels of digital literacy, and limited access 
to digital communication infrastructure [9, 10]. Among these barriers, digital liter-
acy, defined as the presence of digital competencies among users of information 
systems, stands out as a critical factor. Digital literacy is necessary for the effective 
use of digital tools and technologies and is becoming a decisive factor in mitigating 
the effects of the pandemic [5, 11, 12].

Over the past two decades, the Russian healthcare system has undergone signifi-
cant reforms aimed at operational optimization, reducing inefficiencies, and increas-
ing the number of high-tech medical institutions [13]. However, these reforms have 
also led to several unintended consequences, including a substantial decline in the 
availability of medical services in remote areas, deteriorating working conditions 
for healthcare professionals, and an emphasis on economic efficiency at the expense 
of service quality [14]. The digital transformation of Russia’s healthcare sector is 
confronted by numerous challenges, such as excessive bureaucratization, low moti-
vation among key stakeholders, and insufficient ICT competencies among both 
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practitioners and administrators [13]. Therefore, issues of developing digital com-
petencies of the population are key to improving the quality and accessibility of 
medical services, increasing health capital and subjective well-being in Russian 
regions.

A review of the literature reveals that while existing studies predominantly focus 
on the benefits and barriers associated with implementing digital health technolo-
gies [15], as well as the role of digital literacy in enhancing the effectiveness of 
these technologies [16], insufficient attention has been given to the direct impact of 
digital competencies on individual health outcomes. Our study expands the current 
understanding of digital health by examining how medical digital literacy influences 
health indicators, well-being, and the ability to maintain an active lifestyle among 
diverse demographic groups in Russia. We address a gap in the literature by evaluat-
ing the impact of digital medical skills on self-assessed personal health, satisfaction 
with healthcare services, and health-related subjective well-being. In our frame-
work, medical digital skills are characterized by individuals’ ability to search for 
health-related information, purchase healthcare products online, and manage access 
to medical services in a digital environment.

2 � Literature Review

2.1 � Digital Transformation of Healthcare: Opportunities 
and Barriers for Social Context of the Regions

Digital transformation has emerged as a key driver of technological and social 
change, becoming a significant source of economic growth over the past decade. 
This phenomenon was anticipated by the widespread adoption of the Internet in the 
mid-1990s, which revolutionized communication across all sectors [17]. The health-
care sector was similarly impacted, with digital technologies gaining attention 
around the same time through the rise of telemedicine and e-health [18]. The 
e-health concept includes the development and implementation of digital systems in 
the activities of medical institutions that provide open access to data, remote access 
to the medical record system, remote treatment, and monitoring of the patient’s 
condition [19]. As this concept evolved, along with new technological advance-
ments, four primary areas of digital transformation in healthcare have been identi-
fied, focusing on different stages of patient interaction: prevention, pre- and 
during-care procedures, and post-treatment monitoring of recovery [20]. Academic 
research on the digital transformation of healthcare institutions has concentrated on 
three main aspects: (I) identifying specific digital technologies, (II) evaluating their 
potential benefits for healthcare systems and individual stakeholders, and (III) ana-
lyzing the social barriers and challenges associated with their implementation and 
maintenance [21].
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The widespread adoption of Industry 4.0 technologies has led to significant 
advancements in medicine, often referred to as Healthcare 4.0, which has enhanced 
the healthcare system’s ability to adapt more effectively to patients’ needs [22, 23]. 
The most studied technologies of Industry 4.0 that have transitioned to the concept 
of Healthcare 4.0 today are additive technologies and collaborative robots [4]. One 
of the earliest and most impactful applications of digital technologies in healthcare 
is telemedicine. Its integration within the Healthcare 4.0 framework has greatly 
expanded the capabilities of both patients and healthcare providers [24]. The use of 
sensors and IoT has made it possible to monitor patients in real time and, without 
visiting medical institutions, transmit readings such as blood pressure, sleep data, 
body temperature, etc. As a result, it allows to diagnose and prevent diseases such 
as heart failure. Additionally, the integration of various technological tools has sig-
nificantly improved the monitoring of patient recovery in fields such as ophthalmol-
ogy, neurology, and rehabilitation after injuries or strokes [24].

The integration of advanced technological combinations has enabled the imple-
mentation of the DT concept in healthcare. DT offers unique social opportunities 
for personalized patient care by providing on-demand individual risk profiles, 
assessing potential reactions to specific medications or combination therapies, and 
delivering detailed recommendations to minimize side effects and prevent the onset 
of diseases at early stages [25]. Moreover, the continuous analysis of data from 
wearable medical devices facilitates the modeling of pathological developments, 
such as diabetes and cardiovascular diseases, enabling early intervention and more 
precise management strategies [26].

Artificial intelligence, combined with advancements in telemedicine, has the 
potential to significantly enhance the training and digital human capital of health-
care professionals [27]. The increased capabilities in this area are also associated 
with virtual, augmented, and mixed reality technologies, which make it possible to 
implement simulations of both clinical cases and extreme situations for training 
medical personnel, as well as more effectively disseminate knowledge on first aid 
among the population [20]. Virtual reality significantly broadens the scope for per-
forming remote surgeries, particularly in Russian regions [28]. Big data analysis 
and cloud computing make it possible to implement fault-tolerant electronic record-
ing systems and systematize patient data [29]. These technologies became espe-
cially vital during the COVID-19 pandemic, when the rapid redistribution of 
workloads among medical institutions and personnel was crucial [30]. In recent 
years, big data analysis has been further enhanced by the machine learning and 
artificial intelligence, which have been applied in diagnosing complex diseases, 
supporting surgical decision-making, and transforming patient interaction models 
[31, 32].

As highlighted in the literature, the digital transformation of healthcare offers 
numerous social benefits within the regional context, primarily through increased 
labor automation and connectivity among various stakeholders in the healthcare 
services market [15]. Key advantages include reduced socially significant financial 
costs, enhanced diagnostic and preventive capabilities, the development of person-
alized patient care, improved speed and efficiency of medical services, shortened 
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waiting times, and expanded educational opportunities for medical personnel, 
industry professionals, and the general public [4]. Despite these promising pros-
pects, the digital transformation of healthcare does not always meet expectations 
and encounters numerous barriers and potential threats, particularly in regional 
communities. Notable challenges include information security risks, such as the 
transmission of personal images and confidential data over the Internet [8], and 
concerns about unauthorized access to electronic health records [25]. Additional 
issues include the high cost of implementing digital solutions [33], regulatory com-
plexities that hinder swift adoption, and persistent infrastructure gaps limiting 
access to digital health services [4], particularly in developing countries [8, 34].

A critical social barrier to eHealth adoption is stakeholder resistance to innova-
tive digital health technologies, as it is particularly evident in the use of digital 
health services such as mobile health applications (mHealth) [35] and electronic 
health records [10]. Ngafeeson and Manga [10] show that resistance often stems 
from dissatisfaction with outcomes and a sense of helplessness during digital ser-
vice delivery, regardless of confidence in the technology’s effectiveness. 
Furthermore, with the decline of COVID-19 cases and the return to pre-pandemic 
routines, there is a noticeable reluctance among both healthcare providers and 
patients to continue the active use of digital health technologies, favoring a return to 
face-to-face interactions [3]. Social challenges and threats significantly impact the 
utilization of human capital in regional healthcare systems. A crucial factor under-
pinning these issues is the insufficient level of digital literacy among both medical 
personnel delivering digital services and end users accessing them.

2.2 � Digital Literacy for the Effective Digital Transformation 
of Healthcare

Resistance to technology often stems from a lack of digital literacy among both 
healthcare professionals, who may perceive digital healthcare as a threat to their 
autonomy and professional competence, and patients, who may distrust the effec-
tiveness of new technologies [10]. The term “digital literacy” was first introduced 
by Paul Gilster in 1997 in his book of the same name, where he defined it as the 
ability to acquire a set of skills essential for functioning in a society increasingly 
mediated by digital tools [16]. Medical digital literacy is a crucial factor in address-
ing the digital divide, which limits certain population groups’ access to healthcare 
information and services. In severe cases, the digital divide can result in complete 
exclusion from some types of healthcare. One of the primary contributors to the 
digital divide is age, as older individuals are significantly less likely to use ICTs, 
thereby limiting their access to digital healthcare services [36]. Low digital literacy 
among older population cohorts in regional areas presents risks beyond limited 
access to healthcare services, it also increases the likelihood of individuals encoun-
tering unreliable or fraudulent information, potentially harming both their physical 
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and mental health [16, 37]. The lack of digital competencies may act as a limiting 
factor for the population’s interaction with public digital platforms.

The digital divide is emerging as a critical determinant of health capital and well-
being, particularly in urban contexts where rapid digitalization does not automati-
cally yield inclusive benefits. For example, Vanolo’s study on smartmentality in 
Urban Studies demonstrates that although the smart city paradigm promotes effi-
ciency and technological advancement, it often assumes an ICT competency that 
many elderly citizens lack. The assumption can marginalize older adults by compli-
cating their ability to navigate the sophisticated digital infrastructures that support 
modern urban governance and public services [38].

Empirical evidence from Romania further supports the idea of digital divide. 
Dragan et al. show through spatial analyses that ICT-driven initiatives are unevenly 
distributed, and peripheral urban areas frequently overlooking the limited digital 
skills of the poor and elderly. The inequality not only reduces the potential health 
benefits of digital integration, such as telemedicine and e-governance, but also rein-
forces existing socio-economic differences by excluding those most in need of 
accessible digital services [39]. Beyond the challenges faced by older adults, digital 
exclusion compromises health capital among other vulnerable populations. Malovics 
et al. highlight that poor Roma communities, already burdened by socio-economic 
marginalization, face significant barriers to accessing digital tools and resources. 
The limited digital literacy restricts opportunities for social engagement and access 
to health-related information, thereby impeding their ability to accumulate both 
social and health capital [40]. The COVID-19 pandemic has further revealed the 
consequences of digital illiteracy among vulnerable groups. Jupîneanț et  al. [41] 
document that Roma migrant women in Spain, confronted with challenges of gen-
der, ethnicity, and economic insecurity, struggled with the sudden digital transfor-
mation during lockdown. Experiences of migrants illustrate how inadequate digital 
skills can severely restrict access to essential services, from online education to 
health information, thus exacerbating health disparities during crises [41]. From an 
econometric perspective, these case studies collectively suggest that digital literacy 
should be considered a key explanatory variable in models assessing healthcare 
satisfaction and overall well-being. Enhancing digital skills among the elderly and 
other vulnerable groups may also serve as an effective policy lever to boost health 
capital.

However, previous studies have not found a clear relationship between the level 
of digitalization and the level of digital skills of the population [42]. Even in highly 
digitalized public systems, service coverage often remains uneven, arising both 
from inadequate infrastructure and a lack of requisite digital skills, particularly 
among the elderly [43]. The use of digital health may be limited for people who do 
not have the necessary level of digital literacy, which will further exacerbate 
inequalities and may exclude such users from the healthcare system altogether [37]. 
For example, Alam et  al. [44] found that the availability of eHealth services is 
closely related to the digital literacy levels of the population. In remote regions with 
limited access to high-speed communication networks, the availability of digital 
healthcare services remains particularly low.
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In the long term, limited access to quality health care can have serious negative 
consequences, especially for the health of older people [45]. The digital divide is a 
direct threat to human capital accumulation. It is a set of social differences that 
result in the benefits of digital transformation being concentrated in the population 
groups that are able to maximize its benefits, while those lagging behind find them-
selves in a situation of significant reduction in access to services, or even total 
exclusion [46, 47]. Addressing the digital divide requires a strong focus on expand-
ing digital literacy education programs to promote equitable access to modern 
healthcare services [48]. The COVID-19 pandemic has exacerbated concerns about 
digital dependency in healthcare, intensifying fears that the growing digital divide 
will further harm vulnerable groups, as they have not only faced limited access to 
digital health solutions but also experienced more severe illness symptoms and lon-
ger recovery times [49, 50]. Lindström et  al. [51] found significant associations 
between unmet health care need and mortality in older adults.

A sufficient level of digital literacy significantly increases the likelihood of 
patients utilizing remote consultations [52], as well as the use of telemedicine ser-
vices in general [53]. At the same time, digital literacy acts as a mediator of the 
effectiveness of online information search on medical topics, including for cancer 
patients [54]. However, there remains a notable gap in research regarding the direct 
impact of digital skills on individuals’ health outcomes [5]. This study aims to 
address this gap by examining the relationship between digital literacy levels and 
patients’ satisfaction with healthcare services, as well as their self-assessment of 
health when engaging with digital health systems. Based on the literature review, we 
propose the following research questions:

RQ1: How do medical digital skills, such as searching for health information and 
utilizing digital health services, influence self-assessed health and health-related 
well-being in Russian regions?

RQ2: How does the age-related digital divide shape the structural relationships 
between digital competencies and self-assessed health across different popula-
tion cohorts in Russian regions?

3 � Methods and Data

The empirical strategy of this study relies on statistical analysis to identify the deter-
minants of health capital associated with digitalization. Due to the absence of a 
unified database containing microdata on digital competencies, self-assessed health, 
and satisfaction with healthcare services in a cross-sectional sample for Russian 
regions, we employed a cohort approach. It enabled the creation of a statistical 
observation base for 2023, covering 85 regions of Russia and including 11 popula-
tion cohorts, each defined by five-year age intervals from 20 to 75  years 
(1948–2003  years of birth). As a result, 935 observations were obtained, which 
were used in further econometric analysis. The sources of microdata for calculating 
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regional statistics for each cohort were Rosstat data, including annual observation 
of the digital skills of the population [55], population health [56], and sample obser-
vation of the quality of services in the field of health care and education [57]. To 
calculate the statistics, the corresponding weights defined by Rosstat for a represen-
tative sample were used.

Three groups of variables were identified for the analysis: indicators of health 
capital, satisfaction with the quality of healthcare services, and digital skills of the 
population. Average values for each variable were calculated for each cohort within 
each region. To ensure statistical reliability, data from at least 50 individuals were 
used for each of the 935 observations. Additionally, individual weights were applied 
to ensure that the sample was representative of the broader population.

The econometric analysis was conducted in two stages: regression analysis and 
structural equation modelling. Regression analysis was employed to identify com-
mon factors influencing self-assessed health and subjective well-being, yielding 
coefficients for three models with different dependent variables but an identical set 
of independent variables. The dependent variables included self-assessed health 
from two alternative Rosstat databases (KDU_S_HEAL and HEAL_S_SELF) and 
health-related subjective well-being (HEAL_P_AVE). To calculate the subjective 
well-being indicator for each cohort within the regions, the arithmetic mean of five 
variables was determined: cheerfulness (HEAL_P_1), calmness (HEAL_P_2), 
activity (HEAL_P_3), sleep efficiency (HEAL_P_4), and interest in life 
(HEAL_P_5). Each indicator was measured on a six-point Likert scale, reflecting 
the frequency of experiencing these states, ranging from 0 (never) to 5 (all the time). 
The independent variables included various control factors, such as visiting a doctor 
(HEAL_T_DOC), satisfaction with medical services (HEAL_S_PMED and 
HEAL_S_PMED), participation in sports (HEAL_SPOR), alcohol consumption 
(HEAL_ALCO), smoking (HEAL_SMOK), having a disability (HEAL_INVAL), 
and undergoing a medical examination within the last 2 years (HEAL_DISPAN).

The key independent variables included indicators related to digital engagement 
and competencies: time spent on a computer during free time, the perceived influ-
ence of ICT on daily life (ICT_IMPT) measured on a 5-point Likert scale, the use 
of the Internet for purchasing medical products (ICT_M_PUR), the level of digital 
skills (DIG_SKILLS), and the likelihood of making a digital appointment with a 
doctor (ICT_APMNT). The DIG_SKILLS variable was calculated as the arithmetic 
mean of 14 dummy-variables from the Rosstat database, which measured profi-
ciency in using computers, the Internet, and mobile applications. These scores were 
standardized on a 10-point scale. The ICT_APMNT variable represented the pro-
portion of individuals within each cohort who used the Internet to schedule medical 
appointments in 2023. A critical indicator for assessing the effectiveness of digitali-
zation was the digital divide (DIS), calculated as the relative difference in digital 
skills between the youngest cohort (20–24 years) and the oldest cohort (70–74 years). 
A DIS value of 1 indicates that the older population cohort lacks essential digital 
skills entirely:
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Structural equation modeling (SEM) was employed to formulate an empirical model 
aligned with the research questions. In this model, self-rated health was represented 
as a latent variable (HEAL_ESTIM), comprising three observable variables: current 
health status, health compared to 1 year ago, and expected future health. The level 
of medical digital competencies was captured through another latent variable (INT_
ACTIV), which included three observable indicators. Satisfaction with healthcare 
services (HEAL_SATIS) was assessed using observable variables that measured 
satisfaction with both private and public healthcare organizations. The final latent 
variable in the model was subjective health-related well-being (HEAL_ACTIV). 
Parameters were estimated for four distinct models, corresponding to different age 
groups: the full sample, cohorts under 35  years, cohorts aged 35–50  years, and 
cohorts over 50 years. Standardized coefficient estimates allowed for an assessment 
of age-related differences in the impact on health capital. Covariance-based struc-
tural equation modeling was conducted using SPSS AMOS 23 to estimate the stan-
dardized coefficients across these four models.

4 � Results and Discussion

In the first stage of the study, we evaluated the level of medical digital skills across 
various regions and assessed the extent of the digital divide in each. The average 
level of medical digital skills was calculated for all cohorts in each region, based on 
three indicators: the use of digital appointment systems, online searches for medical 
information, and the purchase of medical goods and services via the Internet. The 
results revealed significant regional disparities. The central regions of Russia, such 
as Moscow and the Moscow Region, exhibited the highest levels of medical digital 
skills. Western Russia and the Urals demonstrated moderate levels, while Siberia 
and the Far East lagged significantly behind (Fig. 1). The distribution in 2023 is 
likely attributable to the intensive healthcare digitalization initiatives implemented 
as part of pilot projects in the central regions [13].

The digital skills gap among population cohorts reveals distinct trends. The cal-
culated relative indicator has a minimum value of 0.68, indicating that significant 
skill disparities between age cohorts are prevalent across all regions. This finding is 
in line with previous research in the international context [36, 46]. The gap is small-
est in Moscow and several southern regions of Russia. However, many western 
regions, while exhibiting higher overall digital skills, also show a widening gap 
between the younger and older cohorts (Fig. 2). The central regions demonstrate the 
greatest effectiveness in leveraging digitalization for human capital development, 
while other regions show smaller cohort skill disparities, albeit with less advanced 
digital skills overall. Therefore, central regions demonstrate increased effectiveness 
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Fig. 1  Average level of medical digital skills of the Russian population in 2023. Regions with no 
reliable data are colored in grey. Source: Authors’ own collaboration based on Rosstat data [55–57]

1.00

0.92

0.84

0.76

0.68

Fig. 2  The level of the relative digital divide (DIS) in ICT skills by regions of Russia in 2023 
between cohorts of the population aged 20–24 and 70–74. DIS = 1 means that the 70–74 cohort has 
no significant digital skills. Regions with no reliable data are colored in grey. Source: Authors’ own 
collaboration based on Rosstat data [55–57]

in leveraging digitalization for human capital development, while other regions 
show smaller cohort skill disparities, though with less advanced digital skills overall.

Table 1 presents descriptive statistics, including the mean values and standard 
deviations (SD) of the variables. Additionally, skewness and kurtosis indicators 
were calculated, showing that the distribution of values approaches normality; for 
all dependent variables, skewness and kurtosis are within 1. As expected, health 
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Table 1  Descriptive statistics

Variables Mean SD

HEAL_P_AVE subjective well-being related to health, 6-point scale 3.45 0.53
KDU_S_HEAL self-assessment of health status of population, 5-point scale 3.51 0.40
HEAL_S_SELF how do you rate your current health status, 5-point scale 3.57 0.43
HEAL_S_YSELF how do you rate your health status compared to a year ago, 
5-point scale

3.03 0.22

HEAL_S_OSELF how do you rate your health status compared to people your 
age, 5-point scale

3.05 0.27

HEAL_S_PMED level of satisfaction with private health services, 5-point scale 4.40 0.31
HEAL_S_GMED level of satisfaction with public health services, 5-point scale 4.12 0.41
HEAL_INVAL have a disability, share of population from 0 to 1 0.06 0.07
HEAL_DISPAN have had a medical examination in the last 2 years, share of 
population from 0 to 1

0.60 0.14

HEAL_T_DOC have seen a doctor, share of population from 0 to 1 0.92 0.06
HEAL_T_NTR alternative medicine, share of population from 0 to 1 0.03 0.03
HEAL_T_SAMOL self-medication, share of population from 0 to 1 0.51 0.14
HEAL_SPOR actively involved in sports, share of population from 0 to 1 0.30 0.18
HEAL_P_1 cheerful, 6-point scale 3.64 0.52
HEAL_P_2 calm, 6-point scale 3.60 0.48
HEAL_P_3 active, 6-point scale 3.49 0.57
HEAL_P_4 sleep efficiency, 6-point scale 3.45 0.53
HEAL_P_5 things of interest happen every day, 6-point scale 3.08 0.62
HEAL_COMP spend free time on a computer, tablet, phone, share of population 
from 0 to 1

0.51 0.19

HEAL_SMOK active smokers, share of population from 0 to 1 0.21 0.11
HEAL_ALCO have consumed alcohol in the last 12 months, share of population 
from 0 to 1

0.53 0.21

ICT_SEAR search for information related to health or health services in the 
internet, share of population from 0 to 1

0.30 0.13

ICT_APMNT probability of digital appointment with a doctor, share of population 
from 0 to 1

0.32 0.16

ICT_M_PUR have you purchased medical products and medicines online, share of 
population from 0 to 1

0.13 0.09

ICT_IMPT impact of ICT on life, 5-point scale 4.31 0.31
DIG_SKILLS level of digital SKILLS of the population on a 10-point scale 2.08 1.11

indicators correlate strongly with age, indicating that cohort fixed effects will be 
significant across regions: health capital declines noticeably with age. On average, 
approximately 60% of the population surveyed by Rosstat reported undergoing a 
medical examination within the last 2 years, and over 90% sought medical assis-
tance. Despite this, self-medication remains prevalent, with more than 50% of the 
population in Russian regions engaging in it. According to the data, about 21% of 
individuals aged 20 to 75 are active smokers, while 53% consume alcohol at least 
once a year.
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The population’s medical digital skills are moderate: 30% searched for health-
related information online, 32% made a digital appointment with a doctor, but only 
13% purchased medicines or other medical products online in 2023. Additionally, a 
majority of respondents reported a strong positive impact of ICT on their lives 
overall.

The results of the regression analysis are presented in Table 2. All models dem-
onstrated high explanatory power, explaining over 70% of the variance in the depen-
dent variables. Additionally, cohort effects were both strong and significant. The 
regression analysis addressed the first research question regarding the determinants 
of health associated with digital skills. To test the robustness of the models, self-
assessed health indicators were derived from two alternative Rosstat databases. The 
models produced similar results, indicating that the determinants of health capital 
are generally stable. Among the control variables, satisfaction with public health-
care services, which are the key providers in Russian regions, consistently showed 
a positive effect across all three models. Active participation in sports also signifi-
cantly improved self-assessed health and subjective well-being, while alcohol con-
sumption had a significant negative impact. Among the digital skills, only the ability 
to make a digital appointment with a doctor demonstrated a significant positive 
effect. This variable was significant at the 10% level for self-assessed health and at 
the 1% level for subjective well-being. However, the overall level of digital skills 

Table 2  Results of regression analysis

Variables
HEAL_P_AVE HEAL_S_SELF KDU_S_HEAL
B t-stat. B t-stat. B t-stat.

(Constant) 2.46** 10.39 2.31** 16.77 2.7** 16.50
HEAL_T_DOC −0.47** −2.89 −0.01 −0.05 −0.26* −2.30
HEAL_S_GMED 0.10** 4.27 0.10** 7.07 0.04* 2.54
HEAL_T_NTR 0.19 0.74 0.41** 2.71 0.75** 4.14
HEAL_T_SAMOL −0.07 −1.00 −0.01 −0.33 −0.01 −0.20
HEAL_INVAL −0.76** −3.93 −0.59** −5.29 −0.06 −0.47
HEAL_DISPAN 0.48** 6.97 −0.05 −1.23 −0.23** −4.90
HEAL_SPOR 0.19** 2.70 0.23** 5.44 0.12* 2.48
HEAL_SMOK 0.01 0.13 0.02 0.36 0.15a 1.85
HEAL_ALCO −0.52** −7.92 −0.26** −6.88 −0.28** −6.32
HEAL_COMP 0.57** 6.77 0.05 1.01 0.13* 2.19
ICT_IMPT 0.05 1.09 0.12** 4.48 0.14** 4.37
ICT_M_PUR −0.2 −1.51 −0.08 −1.10 −0.01 −0.09
ICT_APMNT 0.35** 4.70 0.08* 1.96 0.09a 1.86
DIG_SKILLS 0.01 −0.18 0.02a 1.95 0.01 −0.24
Cohort fixed effects Yes Yes Yes
R2 adjusted 0.776 0.881 0.808
F-statistics 147.7 316.0 180.1
N observations 935 935 935

Note: ** significant at the 1% level, * significant at the 5% level
a Significant at the 10% level
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did not have a significant impact when age effects were controlled for, nor did the 
online purchase of medical goods and services show a positive effect. Interestingly, 
the use of free time, particularly in younger cohorts, had a strong positive impact on 
subjective well-being. The observed result is attributable to greater access to tech-
nology and lifestyle changes that integrate ICTs as a fundamental part of leisure 
activities.

Based on the results of structural modeling, coefficients were estimated for one 
model segmented into three conditional age groups. The analysis provided insights 
into the second research question, which explored the mechanisms linking medical 
digital skills and health capital across different age groups. All four models demon-
strated acceptable fit, with normative and actual values presented in Table 3. For 
cohorts under 35 years, digital skills were associated with lower self-assessed health 
and reduced satisfaction with medical services, which may be explained by a selec-
tion effect: increased digital activity in health-related areas might reflect existing 
health concerns, leading to relatively lower self-assessments of health among 
younger individuals. In the 35–49 age group, the use of digital skills in healthcare 
had weak but positive effects on both self-assessed health and satisfaction with 
medical services. The strongest impact of digital medical skills was observed in 
cohorts aged 50 and older. For this group, the use of ICT significantly contributed 
to maintaining health, as indicated by a path coefficient of 0.38, representing a mod-
erate positive effect.

The general model for all age cohorts (935 observations) is presented in Fig. 3. 
The direct effect of medical digital skills on self-assessed health is moderate, with a 
standardized path coefficient of 0.24. The indirect effect of digital skills on self-
assessed health, mediated by subjective well-being, is 0.22 (0.24 × 0.92), indicating 
a moderately positive impact. These findings suggest that while digital competen-
cies influence health-related subjective well-being through self-assessed health, 
they do not have a significant effect on satisfaction with medical services. The result 
likely reflects the relatively low level of medical ICT development in many regions, 
as well as the ongoing digitalization of Russia’s healthcare sector, which may have 
mixed effects on public satisfaction with services. For the Russian population, the 
ability to maintain a cheerful and active lifestyle depends primarily on objective 
health, which is shaped by both the quality of medical services and the population’s 
medical digital skills.

5 � Conclusion

This study evaluates the regional spillovers of digital skills development across age 
cohorts, highlighting their impact not only at the individual level but also at the 
regional scale. Analyzing data from 11 age cohorts across 85 regions of Russia, we 
examine the influence of medical digital skills on self-assessed health and health-
related subjective well-being, including indicators such as cheerfulness, activity, 
calmness, sleep quality, and interest in life. While satisfaction with public 
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Table 3  Results of structural equation modeling for different population cohorts. Standardized 
coefficients are shown

Path
All population 20–34 years 35–49 years 50+ years
Std. B S.E. Std. B S.E. Std. B S.E. Std. B S.E.

HEAL_SATIS
<—ICT_ACTIV

0.03 0.14 −0.20* 0.24 −0.03 0.28 −0.01 0.22

HEAL_ESTIM
<—ICT_ACTIV

0.24** 0.19 −0.3** 0.16 0.12* 0.19 0.38** 0.20

HEAL_ESTIM
<—HEAL_SATIS

0.44** 0.04 0.31** 0.05 0.37** 0.05 0.34** 0.04

HEAL_ACTIV
<—HEAL_ESTIM

0.92** 0.03 0.59** 0.14 0.65** 0.11 0.77** 0.08

HEAL_ACTIV
<—HEAL_SATIS

−0.03a 0.02 0.04 0.06 0.12* 0.06 −0.03 0.04

HEAL_P_1
<—HEAL_ACTIV

1.02** n.a. 1.04** n.a. 0.92** n.a. 1.06** n.a.

HEAL_P_2
<—HEAL_ACTIV

1.00** 0.01 0.96** 0.08 1.01** 0.06 0.99** 0.03

HEAL_P_3
<—HEAL_ACTIV

1.02** 0.01 1.01** 0.09 1.01** 0.06 1.01** 0.03

HEAL_P_4
<—HEAL_ACTIV

0.98** 0.01 0.94** 0.10 0.95** 0.07 0.96** 0.04

HEAL_P_5
<—HEAL_ACTIV

0.91** 0.02 0.76** 0.12 0.81** 0.10 0.84** 0.05

HEAL_S_GMED
<—HEAL_SATIS

0.79** 0.05 0.93** 0.20 0.95** 0.16 0.85** 0.10

HEAL_S_PMED
<—HEAL_SATIS

1.02** n.a. 0.85** n.a. 0.87** n.a. 1.03** n.a.

HEAL_S_YSELF
<—HEAL_ESTIM

0.83** 0.01 0.55** 0.07 0.71** 0.06 0.73** 0.03

HEAL_S_OSELF
<—HEAL_ESTIM

0.81** 0.01 0.62** 0.09 0.67** 0.07 0.64** 0.04

HEAL_S_SELF
<—HEAL_ESTIM

0.99** n.a. 0.99** n.a. 0.91** n.a. 0.98** n.a.

ICT_M_PUR
<—ICT_ACTIV

0.73** 0.16 0.65** 0.19 0.63 1.04 0.54** 0.10

ICT_APMNT
<—ICT_ACTIV

0.94** 0.38 0.8** 0.39 1.02 2.91 0.69** 0.24

ICT_SEAR
<—ICT_ACTIV

0.58** n.a. 0.66** n.a. 0.46** n.a. 0.73** n.a.

CMIN/DF (~3) 3.250 1.518 1.518 2.100
GFI (>0.9) 0.977 0.962 0.962 0.950
AGFI (>0.9) 0.954 0.923 0.923 0.899
PGFI (~0.5) 0.483 0.476 0.476 0.470
RMSEA (<0.08) 0.049 0.045 0.032 0.066
PCLOSE (>0.05) 0.551 0.624 0.998 0.079

Note: ** significant at the 1% level, * significant at the 5% level
a Significant at the 10% level
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Fig. 3  Path model with standardized coefficients. Ovals denote latent variables, rectangles denote 
observable variables measured based on Rosstat data. Errors are indicated in circles. Source: 
Obtained by the authors using SPSS AMOS 23

healthcare services, engagement in sports, and alcohol consumption emerged as 
significant control predictors of health capital, the impact of medical digital skills 
was found to be moderate or, in some cases, insignificant. Notably, across all age 
cohorts, only digital appointments with doctors consistently led to improved health 
outcomes. For younger cohorts (up to 35 years), increased digital activity, such as 
searching for health information and visiting doctors, was associated with poorer 
health outcomes. Conversely, digital competencies appear to support the health 
capital of older cohorts, indicating their potential in mitigating age-related health 
declines.

The study also quantified the digital skills gap at the regional level, demonstrat-
ing that age is the primary driver of this gap, followed by varying levels of access to 
technology. Regions in Western Russia, which often serve as testing grounds for 
advanced medical ICT, exhibit strong cohort effects in the digital skills gap. In con-
trast, Siberia and the Far East face the most significant challenges, with low levels 
of both digital skills and technology access. From a policy perspective, the findings 
suggest that the digitalization of healthcare remains a vulnerable area. Despite 
efforts to optimize the medical industry, including the reduction in the number of 
institutions, the digital transformation of healthcare has shown only a moderate 
impact on self-assessed health capital and subjective well-being, indicating the need 
for more robust regional development strategies to enhance the effectiveness of 
digital health initiatives.

Our study is subject to several limitations, including its reliance on a sample 
restricted to the year 2023 and the inherent shortcomings of the cohort approach. 
Specifically, our analysis does not account for regional technological development 
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or population income levels, both of which may serve as important determinants of 
health capital. In this paper, the focus was limited to variables associated with indi-
vidual characteristics and human capital. Future research should explore the impact 
of regional technological development, particularly in terms of Internet access, and 
consider the broader effects of human capital utilization. Technological factors 
could provide a more comprehensive understanding of the dynamics influencing 
health capital and the effectiveness of digital health initiatives.
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Abstract  The modern economy faces the necessity of continuously reassessing the 
factors that determine labor productivity growth. This study presents a cross-country 
analysis of the impact of digitalization, innovation potential, institutional develop-
ment, and economic structural composition on labor productivity across 17 coun-
tries during the period from 2015 to 2024. The primary aim of the research is to 
identify robust determinants and evaluate the heterogeneity of digital transforma-
tion effects depending on the country profile. The analysis incorporates five explan-
atory variables: digital competitiveness index, artificial intelligence investment as a 
percentage of GDP, global innovation index, global competitiveness index, and the 
share of industry in GDP. Labor productivity per hour worked, expressed in USD 
adjusted for purchasing power parity at constant 2017 prices, serves as the depen-
dent variable. The methodology involves the construction of an ordinary least 
squares (OLS) regression model, multicollinearity diagnostics using the variance 
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inflation factor (VIF), dimensionality reduction via principal component analysis 
(PCA), and country stratification based on k-means cluster analysis. Separate 
regression models were constructed for each cluster group. The results indicate that 
the most significant predictors of labor productivity across the full sample are global 
competitiveness (positive effect), innovation index (negative effect), and digital 
competitiveness (negative effect). Investments in artificial intelligence and digital 
competitiveness yielded statistically unstable or paradoxical effects, possibly indi-
cating the presence of time lags, institutional barriers, or structural heterogeneity. 
The cluster-based models reveal differentiated trajectories of digital transformation. 
In digitally mature countries, labor productivity is primarily driven by global com-
petitiveness (positive) and a declining share of industry (negative). In contrast, for 
countries with transitional digital structures, digital and global competitiveness 
positively influence productivity, while innovation has a restraining effect. These 
findings underscore the heterogeneity of digitalization effects and highlight the 
necessity of differentiated digital policy approaches. The conclusions drawn from 
this study may serve as a basis for developing strategies aimed at enhancing eco-
nomic performance in the context of a digital economy.

Keywords  Digitalization · Labor productivity · Artificial intelligence · Innovation 
· Competitiveness · Economic structure · Digital effects

1 Introduction

Digitalization has become a defining factor in the transformation of contemporary 
economic systems [1–3], exerting a fundamental influence on production processes, 
value-added structures, and employment dynamics. The expansion of investment in 
digital technologies, the advancement of platform-based solutions, the integration 
of artificial intelligence (AI), and the transformation of business models are radi-
cally altering traditional conceptions of the drivers of labor productivity and sus-
tainable economic growth. Despite a growing body of literature devoted to digital 
transformation, the academic discourse remains markedly fragmented, with assess-
ments of the economic effects of digitalization still characterized by ambiguity, 
inconsistency, and strong contextual dependence.

Scholarly research has identified diverse channels through which digital tech-
nologies affect labor productivity. The vast potential of digital tools—particularly 
AI and automation—to boost productivity is often emphasized [4–10]. Numerous 
studies document a positive correlation between digitalization and productivity 
growth [11–17]. However, the so-called ‘digitalization paradox’ [18–22] has been 
observed in several countries: despite the increasing volume of digital investments, 
productivity growth remains moderate or stagnant. This paradox is frequently attrib-
uted to institutional constraints, skill gaps, or imbalanced implementation of digital 
initiatives. Other studies [23, 24] suggest that digitalization may temporarily 
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suppress productivity, particularly during transitional phases, due to adaptation 
costs and labor displacement. Some analyses detect no statistically significant 
effects at all. Several authors [25] underscore the lagged nature of digitalization 
outcomes, noting that the economic benefits of digital investments may take time to 
materialize, as they require organizational restructuring and workforce requalifica-
tion. Furthermore, digitalization effects may be nonlinear [26–28], becoming appar-
ent only once a certain threshold of digital maturity has been attained. These 
contradictions reflect the complex and multifaceted relationship between digitaliza-
tion and economic performance, thereby opening a wide field for further empirical 
investigation.

This study seeks to reconcile these inconsistencies and clarify the dominant pat-
terns through which digitalization affects labor productivity from a cross-country 
perspective. To achieve this objective, the following research questions are exam-
ined in sequence: Which indicators exert a statistically significant impact on labor 
productivity? To what extent does the structure of the economy modify the relation-
ship between digital investment and productivity? What are the cross-country dif-
ferences, and how do they relate to variations in productivity levels?

Answering the first question necessitates a reassessment of productivity growth 
drivers in the context of contemporary digital transformation, alongside the selec-
tion of adequate explanatory variables. In this regard, the direct influence of digital 
technologies on productivity, as previously discussed, is acknowledged. In parallel, 
the literature highlights the role of innovation capacity as a long-term growth factor 
[29, 30]. Classical theories of endogenous growth emphasize the importance of 
knowledge accumulation, R&D investment, and technological progress as funda-
mental sources of productivity gains [31]. However, more recent empirical studies 
demonstrate that the innovation effect is not universal—it depends on a country’s 
ability to translate innovation investments into tangible economic outcomes, which 
in turn requires a well-developed institutional environment and effective commer-
cialization mechanisms [32]. Another complex variable is investment in artificial 
intelligence, widely considered a key future productivity driver [33, 34]. Nonetheless, 
the effects of AI investment may be delayed and contingent on the presence of a 
conducive application environment [33, 35, 36]. In addition, global competitiveness 
remains one of the most consistent determinants of macroeconomic performance, 
reflecting the development level of institutions, infrastructure, education, innova-
tion systems, and the labor market [37, 38]. It functions as a contextual backdrop for 
effective digital and innovation-driven transformations.

Further attention is directed to the sectoral composition of the economy as a 
moderator of digital effects [39]. The role of industry is not diminishing in the digi-
tal era but is undergoing transformation: sectors with high digitalization potential—
such as manufacturing, logistics, and energy—tend to yield greater returns from 
digital investments. A declining industrial share may indicate either structural mod-
ernization or the erosion of a production base, which in turn may limit scalable 
technological adoption. These theoretical considerations underpin our empirical 
framework for identifying variables that significantly influence labor productivity. 
The analysis focuses not only on the direct relationship between digital and 
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institutional indicators and labor productivity, but also on the specificity of these 
relationships across countries at varying stages of digital development.

Accordingly, this study aims to provide a deeper understanding of the mecha-
nisms through which digitalization and its associated factors influence labor pro-
ductivity in a cross-national context. The methodological framework is designed to 
produce robust and comparable findings, contributing both to theoretical general-
ization and to the formulation of policy-relevant insights. The anticipated scholarly 
contribution lies in formalizing stable predictors of labor productivity and identify-
ing clusters of countries with similar developmental characteristics.

2 Materials and Methods

2.1 � Data and Processing

The empirical foundation of this study is a composite dataset covering the period 
from 2015 to 2024 and encompassing indicators for 17 countries. The data are struc-
tured as a panel with annual observations. The dependent variable is labor produc-
tivity, measured as output per hour worked in USD (at 2017 purchasing power 
parity, constant prices), based on ILOSTAT data. This indicator reflects the average 
economic output generated per employed person per unit of time.

The independent variables included in the model capture institutional and struc-
tural dimensions of digital and innovation-driven transformation within national 
economies:

•	 Digital Competitiveness Index (sourced from the International Institute for 
Management Development) reflects a country’s ability to harness digital tech-
nologies for transforming government, business, and society;

•	 Artificial Intelligence Investment (% of GDP) (based on data from the Emerging 
Technology Observatory) measures the volume of disclosed inbound AI invest-
ments relative to national GDP;

•	 Global Innovation Index (compiled by WIPO Global Innovation) serves as a 
composite indicator of national innovation capacity;

•	 Global Competitiveness Index (sourced from the International Institute for 
Management Development) evaluates countries’ ability to sustain comparable 
levels of economic growth;

•	 Industry Share in GDP (according to World Bank data) reflects the degree of 
industrialization and the economy’s orientation toward production sectors, 
including construction.

Initial data processing involved cleaning and standardization procedures. Countries 
with incomplete or fragmented time series for the selected indicators were excluded 
during the final panel construction. Statistical processing tools were applied to 
ensure consistency and analytical validity. All indicators were harmonized by scale 
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and temporal alignment. This dataset and preparation protocol provide a sufficient 
empirical basis for conducting regression analysis aimed at identifying the impact 
of digital and innovation-related transformation factors on labor productivity from 
an international perspective.

2.2 � Research Design

This study employs a quantitative methodological approach, utilizing a combination 
of complementary statistical techniques to examine the impact of digitalization and 
associated factors on labor productivity in a cross-country context. The analysis is 
based on a panel dataset covering the years 2015–2024 and includes the following 
interrelated steps:

	1.	 Regression model construction. The first stage involves estimating a multiple 
linear regression using the Ordinary Least Squares (OLS) method. The objective 
is to evaluate the statistical significance and direction of influence of the selected 
factors on labor productivity.

	2.	 Model diagnostics and sensitivity analysis. The regression model was tested for 
multicollinearity using the Variance Inflation Factor (VIF) method. A VIF thresh-
old of <5 was applied. In addition, influence diagnostics were performed to 
detect observations with undue leverage on parameter estimates and to account 
for them during interpretation.

	3.	 Variable selection. Stepwise backward elimination was applied to exclude 
redundant predictors. This approach identifies the smallest subset of variables 
that explains the maximum variation in the dependent variable with minimal 
information loss (based on adjusted R2).

	4.	 Principal component analysis (PCA). PCA was implemented to reduce dimen-
sionality and manage multicollinearity among highly correlated predictors. The 
method identifies latent components that summarize shared information from 
correlated indicators. Standardized (Z-score) variables were used to extract prin-
cipal components explaining the greatest proportion of total variance.

	5.	 Country clustering. A k-means clustering procedure was conducted to classify 
countries into robust typological groups based on their digital, innovation, insti-
tutional, and structural characteristics. The optimal number of clusters (k = 3) 
was determined empirically through visual analysis and PCA-based explained 
variance structures, ensuring both stability and interpretability. Clustering was 
performed on standardized values for all indices. The resulting stratification 
enabled us to account for economic heterogeneity in the interpretation of digita-
lization’s effects on labor productivity. Separate regression models were subse-
quently constructed for each cluster to reveal intra-group differences in 
productivity determinants.

To monitor the temporal evolution of countries’ digital profiles, a cluster transition 
map was created. Each observation (country-year) was assigned a cluster, allowing 
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for the reconstruction of transformation trajectories and the evaluation of cluster 
membership stability over time. These dynamics provided an additional interpretive 
layer for analyzing national digital development paths.

2.3 � Limitations and Assumptions of the Study

This study is subject to a number of limitations that must be considered when inter-
preting the results and drawing conclusions. The analysis is based on panel data for 
17 countries over the period 2015–2024. Despite relying on reputable sources 
(WIPO, IMD, World Bank, ILOSTAT, Emerging Technology Observatory), data 
gaps exist for certain countries. As a result, some observations were excluded, 
reducing the sample size and potentially affecting the generalizability of the 
findings.

The indices used—digital competitiveness, global competitiveness, and the 
global innovation index—are aggregate composite indicators constructed from a 
broad set of sub-indicators. This creates the potential for multicollinearity and com-
plicates the precise interpretation of individual component contributions. 
Additionally, variations in index construction methodologies may introduce hidden 
structural heterogeneity.

The models developed in this study do not incorporate dummy variables, country-
specific institutional characteristics, levels of digital literacy, or cultural differences, 
all of which may influence the pace and effects of digitalization. This omission 
limits the comprehensiveness of interpretation. Furthermore, the empirical analysis 
is based on multiple linear regression, which assumes a linear and additive relation-
ship between independent variables and labor productivity. In practice, the effects 
may be nonlinear and include threshold or synergistic interactions not captured by 
the current model framework.

The study assumes that the selected variables serve as adequate proxies for digi-
tal maturity, innovation potential, and economic structure. The models also presume 
that digitalization effects manifest within the same time period (annual observation) 
and do not account for lagged dependencies. The regression framework further 
assumes that independent variables are not strongly collinear and that they provide 
sufficient variance to estimate individual contributions. This assumption was vali-
dated through VIF diagnostics, which confirmed that variance inflation factors do 
not exceed empirical thresholds.

It is also assumed that labor productivity appropriately reflects the aggregate 
impact of institutional, structural, and digital factors, and that it is not distorted by 
such factors as workforce demographic structure, differences in labor standards, or 
the presence of exogenous shocks—which are not explicitly modeled in this analy-
sis. These assumptions represent a compromise between theoretical completeness 
and practical feasibility, given the limited availability of harmonized cross-country 
data and the high heterogeneity of national trajectories.
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In light of these limitations and assumptions, the results should be interpreted as 
indicative estimates of the direction and strength of the examined factors’ influence 
on labor productivity, rather than definitive causal relationships. Future research 
may benefit from extending the temporal scope, incorporating lagged variables, 
applying panel regressions with fixed and random effects, and integrating additional 
explanatory factors.

3 Results and Discussion

3.1 � Indicator Profiles

To substantiate the subsequent empirical modeling and to interpret the impact of 
digitalization on labor productivity, a step-by-step analysis was conducted to exam-
ine the dynamics of key indicators that reflect various dimensions of innovation-
digital development and structural transformation across national economies. 
Cross-country variations in these indicators reveal trends, cycles, and divergences 
that form the contextual background for evaluating the economic effectiveness of 
ongoing transformations.

A crucial aspect of economic transformation lies in countries’ ability to effec-
tively utilize digital technologies. Digital transformation has become a central vec-
tor of structural change, influencing both innovation strategies and productivity 
enhancement models. Digitalization encompasses not only technical infrastructure, 
but also the adaptation of businesses, public administration, and society to new 
technological conditions. Within this context, the assessment of digital competitive-
ness becomes particularly significant, as it reflects not only the level of digital infra-
structure but also societal readiness to adopt digital solutions.

The Digital Competitiveness Index, developed by the International Institute for 
Management Development (IMD), assesses a country’s capacity to adapt and effec-
tively apply digital technologies across sectors. An analysis of cross-country dynam-
ics from 2018 to 2024 reveals a general upward trend in digital competitiveness 
(Fig. 1). The average index score across all countries increased from 71.9 in 2018 to 
80.1 in 2022, indicating a systematic strengthening of digital capacities amid accel-
erated digital transformation—especially in the post-pandemic recovery period. 
The greatest dispersion in values occurred between 2020 and 2021, likely reflecting 
uneven access to digital resources, differences in digitalization strategies, and varia-
tion in adaptation speeds.

Between 2020 and 2024, the range of country scores expanded significantly. 
While in 2018 the minimum value was 57.0 and the maximum 85.6, by 2021–2022 
the scores ranged from 43.6 to 100.0, indicating increasing stratification in digital 
maturity. Countries consistently scoring above 90 points include the United States, 
Singapore, Sweden, the Netherlands, and Switzerland—global leaders in digital 
competitiveness. A group of countries with moderate scores (70–85 points) includes 
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Fig. 1  Digital competitiveness index, 2024. Source: International Institute for Management 
Development

most developed European nations, Canada, South Korea, and Australia. Although 
countries with the lowest scores (below 60 points) showed some improvement, they 
continue to lag behind digital leaders. These findings underscore both the overall 
growth in digital competitiveness and the growing stratification across countries—
emphasizing the need for a differentiated approach when assessing macroeconomic 
effects of digitalization, particularly in terms of productivity and innovation 
outcomes.

The Global Innovation Index (GII), published annually by the World Intellectual 
Property Organization (WIPO), serves as an aggregated measure of countries’ sys-
temic capacity to generate and implement innovations. The index includes institu-
tional, human capital, and infrastructure dimensions, as well as actual outputs of 
innovation activity. Between 2015 and 2024, the average index value across the 
sample was approximately 53 points, with relatively stable trends and minor fluc-
tuations. For instance, average scores ranged from 51.7 (in 2019) to 53.8 (in 2015), 
suggesting a saturation of innovation potential in many high-income economies and 
limited cross-country differentiation (Fig. 2).

Nevertheless, the gap between the highest and lowest values remained substan-
tial: in 2016, the index ranged from 41.7 to 66.3 points, and in 2023—from 39.4 to 
68.2 points. Long-term trends show no clear increase or decrease in aggregate inno-
vation capacity, potentially due to institutional inertia and methodological differ-
ences in indicator construction. The top-performing countries during this 
period—Switzerland, Sweden, the United States, the Netherlands, and the United 
Kingdom—consistently scored above 65 points. Countries with lower and 
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Fig. 2  Global innovation index, 2024. Source: WIPO Global Innovation

mid-range scores (below 50) demonstrated limited positive dynamics, pointing to 
persistent barriers and the need for comprehensive measures to strengthen innova-
tion capacity.

Although global innovation differentiation remains persistent, the innovation 
landscape is increasingly shifting toward breakthrough digital technologies, with 
artificial intelligence occupying a central role. In this context, assessing the dynam-
ics of investment in AI technologies becomes essential to understanding the real 
scale and strategic priorities of technological investment.

Investments in artificial intelligence technologies represent a key indicator of 
national-level technological transformation. Measuring inbound AI investments as 
a percentage of GDP enables cross-country comparison adjusted for economic scale 
and captures the relative intensity of resource allocation to the AI sector (Fig. 3). 
Average AI investment across the sample rose from 0.014% of GDP in 2015 to a 
peak of 0.172% in 2019, reflecting heightened global interest in AI. The most sig-
nificant increases occurred in 2017 and 2019. In some years, exceptionally high 
values were recorded for individual countries—for instance, Bermuda reached 
1.0921% of GDP in 2017, indicative of large one-time investment deals. This was 
accompanied by high cross-country dispersion (e.g., a standard deviation of 0.33 
percentage points in 2017).

Following the 2019 peak, the average investment share began to decline moder-
ately, possibly reflecting market saturation or the shift toward implementing previ-
ously funded projects. Disparities across countries remain high, with minimum 
values ranging from 0.0001% to 0.05% in every year—indicating that some coun-
tries maintain very low AI investment levels. The leading countries in terms of AI 
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Fig. 3  Artificial intelligence inbound investment, 2024 (% of GDP). Source: Emerging Technology 
Observatory

investment intensity varied year to year, underscoring the volatility of investment 
patterns. Overall, inbound AI investment is a rapidly growing but unstable indicator, 
often featuring outlier values. This supports the need to analyze such indicators 
dynamically and, where possible, to complement them with more stable measures 
(e.g., domestic investment volume or the number of implemented AI solutions) in 
regression modeling.

The observed growth in AI investment highlights the increasing global interest in 
transformative digital technologies. However, investment alone does not guarantee 
sustained competitive advantage. The critical factor enabling the conversion of tech-
nological and financial resources into long-term economic efficiency is global 
competitiveness.

The Global Competitiveness Index (GCI) provides a comprehensive assessment 
of a country’s ability to maintain conditions for sustainable economic growth and 
productivity enhancement (Fig. 4). It encompasses a wide range of determinants, 
including institutional frameworks, macroeconomic stability, infrastructure, labor 
market dynamics, financial development, innovation capacity, and education qual-
ity. Analysis of data from 2015 to 2024 reveals a consistent rise in average GCI 
scores during the early years of the period. The average increased from 69.87  in 
2015 to a peak of 77.51 in 2017, reflecting improvements in institutional and eco-
nomic conditions in many countries. After 2017, the average stabilized in the 74–77 
range, with a moderate decline in 2019 (to 74.23), possibly due to global economic 
uncertainty and increasing regional disparities.
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Fig. 4  Global competitiveness index, 2024. Source: International Institute for Management 
Development

Country-level dispersion also widened, signaling a growing gap between nations 
with strong institutional competitiveness and those lagging behind. Top performers 
throughout the period included Switzerland, Singapore, the United States, the 
Netherlands, and Germany—countries with robust institutional frameworks and 
strong innovation ecosystems, all scoring close to 100 points. The general upward 
trend among leaders, combined with the increasing disparity, points to widening 
inequality in global competitiveness.

To better understand these structural dynamics, it is important to consider the 
production profile of national economies. In this context, the share of industry in 
GDP serves as a key complementary indicator.

The share of industry in GDP is a critical macroeconomic indicator that reflects 
the structural composition of national economies, the level of industrialization, and 
dependence on the production sector. Analyzing this indicator over time allows for 
the detection of deindustrialization or reindustrialization trends and provides insight 
into the resilience of industrial value-added. The data reveal a general decline in the 
industry share globally (Fig. 5). The average share fell from 25.6% in 2014 to 23.2% 
in 2023, reflecting a broader shift toward service-oriented and digital sectors. The 
most pronounced decline occurred between 2015 and 2016, with a drop of over 1 
percentage point—from 24.5% to 24.1%.

Despite this trend, cross-country variation remains high. In all years observed, 
values ranged from under 5% in some post-industrial economies (e.g., Luxembourg, 
Cyprus) to over 60% in countries dominated by manufacturing or extractive indus-
tries (e.g., Qatar, the UAE, Brunei). A stable or increasing industrial share in 
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Fig. 5  Share of industry in GDP, 2023. Source: World Bank

countries such as Poland, the Czech Republic, and Vietnam may indicate a strategic 
pivot toward “new industrialization” in the context of Industry 4.0. Thus, although 
the overall trend points to a decline in industrial share, persistent structural differ-
ences across countries reflect varying development strategies, production special-
izations, and industrial policies. These differences must be accounted for in 
modeling the impact of digitalization on economic performance and in the typology 
of national economies.

Labor productivity, measured in constant 2017 PPP-adjusted USD per hour 
worked, is a key indicator of economic efficiency and technological maturity. It 
reflects the value added generated by a worker per unit of time and serves as a cen-
tral metric for analyzing the impact of digital and innovation factors. A moderate 
increase in productivity was observed across the sample. The average value rose 
from $71.7/h in 2014 to $76.6/h in 2023, indicating gradual accumulation of tech-
nological and organizational gains (Fig. 6). The highest growth rates were recorded 
between 2017 and 2021, with annual increases of $1.5–2.0/h. Growth slowed in the 
post-pandemic period (2021–2023).

Maximum productivity levels in 2023 reached $136/h—typical of countries with 
advanced digital service sectors and high capital intensity (e.g., Ireland, Switzerland, 
Luxembourg). Minimum values remained within $53–56/h, reflecting lower pro-
ductivity in labor-intensive or traditional economies. Cross-country dispersion 
remained high throughout the period, with standard deviations in the range of 
$19–21/h, confirming persistent productivity gaps among countries with different 
economic structures, levels of automation, and digital integration. These findings 
reinforce the importance of accounting for national characteristics when 
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Fig. 6  Labor productivity per hour worked, 2023 (PPP-adjusted USD at 2017 prices). 
Source: ILOSTAT

interpreting the productivity effects of digitalization and support the selection of 
labor productivity as the dependent variable in econometric modeling.

3.2 � Econometric Models

To assess the influence of the selected factors on labor productivity, a multiple linear 
regression model was constructed using the Ordinary Least Squares (OLS) method. 
The analytical form of the model is as follows:

	

Y DigiComp AIInv Innov

GlobComp
it it it it
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= + × + × + ×
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β β β β
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where Yit is labor productivity in country i at time t; DigiCompit is Digital 
Competitiveness Index; AIInvit is AI investment as a percentage of GDP; Innovit is 
Global Innovation Index; GlobCompit is Global Competitiveness Index; IndustShareit 
is share of industry in GDP; εit is error term.

Based on the regression results presented in Table 1, the statistically significant 
predictors of labor productivity are the Global Competitiveness Index and the 
Global Innovation Index. The former exerts a strong positive effect, supporting the 
hypothesis that a favorable institutional and market environment enhances eco-
nomic efficiency.

In contrast, the Global Innovation Index demonstrates a statistically significant 
negative effect, which contradicts expectations. This may reflect a time lag between 
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Table 1  Results of the baseline regression model

Variable Coefficient Std. error t-value p-value 95% CI (lower) 95% CI (upper)

Constant (β₀) 110.216 28.488 3.869 <0.001 53.322 167.110
DigiComp −1.040 0.417 −2.495 0.015 −1.873 −0.208
AIInv −17.086 18.011 −0.949 0.346 −53.055 18.884
Innov −1.674 0.564 −2.967 0.004 −2.801 −0.547
GlobComp +1.664 0.347 +4.799 <0.001 +0.972 +2.357
IndustShare +0.210 0.351 +0.596 0.553 −0.492 +0.911

innovation activities and their realization in productivity gains, or structural con-
straints that hinder the conversion of innovation potential into measurable outcomes.

The Digital Competitiveness Index also shows a negative relationship with pro-
ductivity and is statistically significant at the 5% level. This counterintuitive result 
may stem from multicollinearity with other indicators or from country-specific digi-
tal profiles that distort the aggregate relationship. It suggests the need for additional 
analysis, including stratification by country groups.

AI investment, despite its presumed importance in digital modernization, does 
not show a significant effect. This may be due to delayed impacts or the fact that 
much of the investment is directed toward long-term research and infrastructure 
projects.

Similarly, the share of industry in GDP does not exhibit a significant effect, pos-
sibly indicating a declining role of the industrial sector as a direct driver of produc-
tivity in the digital era.

3.3 � Multicollinearity Diagnostics

Given the anomalous coefficients observed for certain variables in the baseline 
regression model—particularly the negative sign of the digital competitiveness 
index—it was essential to assess the degree of multicollinearity among the indepen-
dent variables. Multicollinearity can lead to instability in coefficient estimates, 
overestimation or underestimation of variable effects, and hinder the interpretability 
of the results.

To diagnose multicollinearity, the Variance Inflation Factor (VIF) was calculated 
for each predictor. VIF values are derived from the inverse of the tolerance (1 − R2) 
of an auxiliary regression in which the given predictor is treated as the dependent 
variable. Empirical guidelines suggest that VIF values exceeding 5 indicate prob-
lematic multicollinearity requiring corrective action.

The results (Table 2) indicate that none of the independent variables exceed the 
VIF threshold of 5. The highest VIF is observed for digital competitiveness (2.46) 
and global competitiveness (2.23), which points to only moderate intercorrelation. 
Consequently, the negative coefficients in the model cannot be attributed to high 
multicollinearity and may instead reflect structural characteristics of the dataset or 
underlying latent factors.
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Table 2  Multicollinearity 
diagnostics (VIF)

Variable VIF Interpretation

Constant (β₀) 162.67 Not evaluated for the intercept
DigiComp 2.46 Moderate correlation with other 

variables
AIInv 1.15 Low multicollinearity
Innov 1.91 Moderate multicollinearity
GlobComp 2.23 Moderate multicollinearity
IndustShare 1.20 Low multicollinearity

The absence of critical multicollinearity confirms the appropriateness of the 
model specification and the internal consistency of the included predictors. 
Nevertheless, considering the potential for latent structural dependencies, subse-
quent stages of analysis employed dimensionality reduction techniques—namely, 
principal component analysis (PCA)—to improve interpretability and reveal typol-
ogies of digital development.

3.4 � Principal Component Analysis (PCA)

To enhance model interpretability and identify hidden structural patterns, principal 
component analysis (PCA) was applied to the set of standardized independent vari-
ables. PCA reduces the dimensionality of correlated data by extracting orthogonal 
linear combinations—principal components—that capture the maximum variance 
in the dataset. All predictors were z-standardized prior to PCA, ensuring compara-
bility of scales across variables.

The PCA results (Fig. 7) show that the first principal component (PC1) explains 
48.7% of the total variance in the dataset. This component is strongly positively 
loaded on digital competitiveness, global competitiveness, innovation, and AI 
investment. It represents countries with advanced digital, competitive, and innova-
tion capabilities.

The second principal component (PC2) explains 22.7% of the variance. It has 
strong positive loadings for global competitiveness and industry share, and negative 
loadings for innovation and AI investment. PC2 captures a structural-industrial vec-
tor, contrasting countries with traditional industrial strength against those focusing 
on AI and innovation.

The third component (PC3) explains 15.8% of the variance. It is positively asso-
ciated with AI investment and industry share, and negatively with innovation, 
reflecting a pattern of technology-driven industrialization—a combination of high 
AI investment and a strong industrial base.

Each principal component generalizes specific dimensions of techno-economic 
development: PC1—Digital maturity and global competitiveness, PC2—Economic 
structure and industrial orientation, PC3—AI-driven industrialization.
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Fig. 7  PCA: cumulative explained variance by number of components

The first two components account for 71.4% of total variance, while the first 
three explain 87.2%. This high explanatory power justifies the use of the first two or 
three components in subsequent regression and clustering analyses. The presence of 
a stable latent structure supports the application of dimensionality reduction to 
improve data interpretability.

3.5 � Cluster Analysis and Country Typologies

To further improve model interpretability and reveal latent heterogeneity among 
countries, a k-means cluster analysis was conducted based on the standardized val-
ues of all indicators. The objective was to group countries with similar techno-
economic characteristics and digital development trajectories.

The optimal number of clusters was determined empirically as k = 3, based on 
the interpretability of the results, explained variance structure from PCA, and tem-
poral stability of cluster membership. Individual regression models were con-
structed for each cluster to reveal differences in the determinants of labor 
productivity.

Several countries appeared in multiple clusters over different years (e.g., the 
United Kingdom, Canada, France), indicating dynamic digital transformation pro-
cesses, possibly characterized by abrupt shifts or structural changes during the 
observation period.

•	 Cluster 0 (2 countries): Includes Ireland and Norway in selected years. This 
group reflects outlier profiles, characterized by exceptionally high or atypical 
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Fig. 8  Transitions of countries between clusters over time

digital indicators — either due to extreme digital saturation or unusual develop-
ment trajectories. Due to the small sample size and high variability, regression 
results for this cluster are less stable and should be interpreted with caution.

•	 Cluster 1 (9 countries): Comprises the United Kingdom, Canada, Finland, 
Austria, Belgium, Sweden, France, the Netherlands, and Switzerland. These 
countries are marked by high digital and global competitiveness and a moderate 
industrial share, reflecting mature digital economies. This group produced the 
most stable and consistent regression model, with strong associations between 
digital integration and labor productivity.

•	 Cluster 2 (10 countries): Represents transitional digital economies, including 
Denmark, the United States, Singapore, the United Kingdom, Canada, France, 
Switzerland, Germany, Australia, and Austria. These countries exhibit moderate 
levels of digital competitiveness and growing interest in AI investment. Digital 
variables in this cluster showed more gradual and variable effects on 
productivity.

The cluster transition map (Fig.  8) illustrates how country profiles evolved over 
time. It reveals countries with volatile cluster affiliations, highlighting the dynamic 
nature of digital transformation and reinforcing the need for a differentiated 
approach to analyzing digitalization effects.
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Table 3  Comparative analysis of regression models by cluster

Model R2 Adj. R2 F-stat p (F) AIC Observations Countries

Full sample 0.374 0.326 7.77 <0.001 623.98 71 17
Cluster 0 0.823 0.381 1.86 0.385 71.76 8 2
Cluster 1 0.682 0.615 10.27 <0.001 256.40 30 9
Cluster 2 0.379 0.263 3.29 0.019 209.26 33 10

The comparative regression analysis in Table 3 highlights substantial differences 
in model performance depending on the country group.

The full sample model demonstrates moderate explanatory power (R2 = 0.374, 
Adj. R2 = 0.326) and is statistically significant (p < 0.001), confirming the general 
relevance of the selected variables. However, the relatively low R2 suggests high 
heterogeneity across countries.

Cluster 0, despite showing a high nominal R2 (0.823), fails to achieve statistical 
significance due to the small sample size and the presence of outliers (p = 0.385). 
The model is therefore not robust and highly sensitive to extreme values.

Cluster 1 yields the strongest model: R2 = 0.682, Adj. R2 = 0.615, F = 10.27, 
p < 0.001. It reflects stable relationships between global competitiveness and pro-
ductivity, and is considered the most representative and interpretable among the 
clusters.

Cluster 2 shows moderate explanatory power (R2 = 0.379, Adj. R2 = 0.263) but 
remains statistically significant (p = 0.019). This suggests the presence of meaning-
ful, albeit less stable, effects of digitalization and competitiveness in transitional 
economies.

One key insight is that AI investment consistently fails to produce statistically 
significant effects across all models. This may indicate lagged effects or intervening 
institutional mechanisms. Meanwhile, global competitiveness emerges as a robust 
predictor across all clusters, mediating productivity outcomes. Notably, digital 
competitiveness becomes a significant positive driver in Cluster 2, suggesting that 
countries in earlier digitalization stages benefit more explicitly from digital invest-
ments. The effect of industry share varies by cluster and warrants deeper stratified 
interpretation. For more details, see Tables 4, 5, and 6.

A comparative analysis of the models demonstrates consistency with the findings 
of other studies, reaffirming the influence of digitalization and innovation on labor 
productivity. The baseline model, constructed on the aggregated sample, reveals a 
statistically significant positive effect of global competitiveness and a negative 
effect of innovation and digitalization. This ambiguity aligns with previous research, 
which shows that institutional factors and the degree of market maturity determine 
the extent to which innovation potential can be converted into productivity growth 
[40, 41]. At the same time, these results contradict studies emphasizing that digita-
lization enhances efficiency and labor productivity [14, 42, 43]. Most likely, the 
influence of digitalization on productivity is nonlinear and depends on a country’s 
level of digital maturity and the scale of AI integration.
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Table 4  Baseline model (full sample)

Indicator
Direction of 
effect

Statistical 
Significance Interpretation

Digital 
competitiveness

Negative (−) Significant 
(p = 0.015)

Paradoxical effect; may reflect hidden 
mechanisms or overlaps with other 
indices

AI investment (% 
of GDP)

Negative (−) Not significant 
(p = 0.346)

Possible lagged impact or institutional 
barriers

Global innovation 
index

Negative (−) Significant 
(p = 0.004)

Indicates a mismatch between 
innovation capacity and productivity 
realization

Global 
competitiveness

Positive (+) Highly significant 
(p < 0.001)

Core predictor of productivity growth

Industry share in 
GDP

Positive (+) Not significant 
(p = 0.553)

Structural variable with limited 
standalone explanatory power

Note. Full sample model includes 17 countries: Austria, Belgium, United Kingdom, Germany, 
Denmark, Ireland, Spain, Canada, Luxembourg, Netherlands, Norway, USA, Singapore, Finland, 
France, Switzerland, and Sweden

Table 5  Cluster 1 model

Indicator
Direction of 
Effect

Statistical 
Significance Interpretation

Digital 
competitiveness

Negative (−) Not significant 
(p = 0.590)

Likely saturated effect; may overlap 
with global competitiveness

AI investment (% 
of GDP)

Negative (−) Marginally 
significant 
(p = 0.104)

Impact not directly realized; filtered 
through institutional conditions

Global innovation 
index

Negative (−) Not significant 
(p = 0.531)

Innovation impact absorbed through 
other channels

Global 
competitiveness

Positive (+) Significant 
(p = 0.001)

Key driver of productivity in digitally 
mature economies

Industry share in 
GDP

Negative (−) Highly significant 
(p < 0.001)

Reflects shift to service/digital 
economy, reducing reliance on 
industrial base

Note. Cluster 1 includes 9 countries: Austria, Belgium, United Kingdom, Germany, Spain, Canada, 
Luxembourg, Finland, and France

The model for Cluster 1 demonstrates a stable positive effect of global competi-
tiveness and a negative effect of the industrial share, which corresponds with con-
clusions in the literature indicating that in economies with high levels of 
digitalization, there is a shift toward service-oriented structures and a declining 
dependence on the industrial sector [44, 45].

The Cluster 2 model confirms the positive impact of both digital competitiveness 
and global competitiveness on labor productivity. These findings are in line with 
studies suggesting that the effects of digital investment in moderately digitally 
mature economies become more pronounced as human capital and digital infra-
structure accumulate [46–48].
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Table 6  Cluster 2 model

Indicator
Direction of 
Effect

Statistical 
Significance Interpretation

Digital 
competitiveness

Positive (+) Significant 
(p = 0.027)

Digitalization becomes an active 
productivity driver

AI investment (% of 
GDP)

Negative (−) Not significant 
(p = 0.178)

Effects not yet materialized; weak 
institutional channels

Global innovation 
index

Negative (−) Marginally 
significant 
(p = 0.111)

Innovations not yet integrated into 
production processes

Global 
competitiveness

Positive (+) Significant 
(p = 0.018)

Indicator of economic maturity and 
a stable business environment

Industry share in 
GDP

Positive (+) Not significant 
(p = 0.501)

Industry not yet a decisive factor in 
labor efficiency

Note. Cluster 2 includes 10 countries: United Kingdom, Denmark, Canada, Netherlands, Norway, 
USA, Singapore, Finland, Switzerland, and Sweden

Finally, similar results are found in studies focused on countries with emerging 
digital ecosystems, which argue that only when investment, institutional readiness, 
and a sufficient human capital base are jointly present, does digitalization provide a 
noticeable contribution to productivity enhancement.

4 Conclusion

This study quantitatively assessed the influence of digitalization, innovation activ-
ity, global and digital competitiveness, and economic structure on labor productivity 
in an international comparative perspective. The baseline regression model con-
firmed the significance of global competitiveness (positive effect) and the global 
innovation index (negative effect). The digital competitiveness index demonstrated 
a counterintuitive negative relationship with productivity, which may reflect unac-
counted structural differences or latent effects not captured in this model. Neither AI 
investment nor industry share in GDP yielded statistically significant impacts, likely 
due to temporal lags or neutralizing institutional effects.

Cluster analysis revealed substantial variation in productivity determinants 
across country groups. The Cluster 1 model, encompassing digitally mature econo-
mies, exhibited the highest explanatory power and consistent parameters. For 
Cluster 2 countries—those undergoing transitional digital development—digital 
competitiveness emerged as a statistically significant positive predictor of labor pro-
ductivity, suggesting that the productivity effects of digitalization become more vis-
ible as digital infrastructure and human capital accumulate.

The comparative model analysis supports findings from prior research while also 
offering refinements. Notably, global competitiveness consistently served as a 
mediating factor, enhancing the efficacy of both digital and innovation investments. 
The results also confirm that the impact of digitalization is not universal but instead 
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conditional upon a country’s institutional maturity, digital readiness, and economic 
structure. Furthermore, the absence or inversion of effects from certain digital and 
innovation indicators emphasizes that the shift toward a digital economy is nonlin-
ear, gradual, and contingent upon complementary capacities.

Overall, this study reinforces the need for a differentiated policy approach that 
tailors digital strategies to the specific developmental stage and structural character-
istics of national economies. The results can inform the design of productivity-
enhancing policies in the context of ongoing digital transformation.
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Abstract  The difficulties encountered in organizational activities during the digital 
transformation process should be clearly defined and examined. In this way, a con-
crete step is taken on the contextual effect of organizational innovation. The current 
qualitative review study draws attention to organizational difficulties faced by 
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1 � Introduction

In the era of accelerated technological development, digital transformation has 
emerged not merely as a trend but as a critical necessity for the survival and com-
petitiveness of industrial enterprises. The integration of digital technologies into 
organizational structures is reshaping production systems, managerial practices, 
and operational processes at an unprecedented scale. However, this transition is far 
from seamless. While digital tools offer vast potential for efficiency, flexibility, and 
innovation, they simultaneously introduce complex organizational challenges that 
threaten the stability and sustainability of enterprises unprepared for change.

At this critical juncture, digital transformation fundamentally redefines both the 
raison d’être and the operational dynamics of contemporary enterprises. It does not 
merely entail the adoption of digital tools, but necessitates a profound reconfigura-
tion of organizational structures, workflows, and strategic orientations. Companies 
that successfully integrate digital transformation into their organizational processes 
acquire a distinctive capacity to generate industrial value through enhanced agility, 
data-driven decision-making, and innovative output. Empirical evidence reinforces 
this assertion. In a study conducted by Teng et al. [1], which investigated the cor-
relation between digital transformation and firm performance, it was demonstrated 
that organizations completing the transformation process experienced an increase in 
overall business efficiency by a factor of 8–10. Crucially, the study emphasized that 
the essence of digital transformation lies not solely in technological adoption, but in 
the systematic elevation of organizational performance through the innovation of 
business models, the optimization of internal structures, and the integration of stra-
tegic management practices. Thus, digital transformation emerges as a multidimen-
sional process—strategic, technological, and organizational—requiring a holistic 
rethinking of traditional operational paradigms.

In this context, digital transformation can be conceptualized as a strategic pre-
scription for organizational development and renewal. It provides the necessary 
framework for enterprises to restructure outdated systems, reconfigure workflows, 
and align internal capacities with the rapidly evolving external environment. The 
global crises of recent years have clearly exposed the vulnerability and stagnation 
of companies that failed to initiate timely digital transformation. Their inability to 
adapt has resulted in diminished competitiveness, disrupted operations, and even 
existential threats. According to Vial [2], digital transformation is not merely a tech-
nological adjustment, but rather a comprehensive organizational change process 
that reshapes the fundamental components of a firm’s identity, purpose, and func-
tioning. This process includes changes in organizational culture, decision-making 
structures, and resource allocation mechanisms. Similarly, Huang et al. [3] empha-
size that digital transformation triggers a systematic restructuring of organizational 
characteristics and internal architectures, leading to the emergence of new forms of 
coordination, leadership, and performance evaluation. A concrete illustration of the 
strategic significance of digital transformation can be found in national industrial 
policy initiatives such as “Made in China 2025.” This program aims to promote 
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intelligent manufacturing, high-end technological integration, and industry-wide 
innovation. It exemplifies how digital transformation is employed at both firm and 
policy levels to drive industrial modernization, enhance value chains, and foster 
sustainable economic growth [4].

The digital transformation is  a complex, multidimensional strategic process, 
which involves significant risks alongside the potential for substantial organiza-
tional gains. It extends far beyond the mere deployment of digital technologies or 
mechanization, encompassing comprehensive changes in organizational systems, 
structures, governance mechanisms, and strategic orientation. As Zhou et  al. [4] 
emphasize, technological change alone is insufficient to ensure successful digital 
transformation; instead, organizational factors such as leadership, internal capabili-
ties, and innovation culture must be addressed in parallel. This perspective is sup-
ported by González-Varona et  al. [5], who define digital transformation as a 
fundamental reconfiguration of core business functions—including processes, 
products, structures, and business models—aligned with long-term strategic goals. 
Moreover, digital transformation and organizational innovation are increasingly 
understood as mutually reinforcing processes. As demonstrated by Xiufan and 
Decheng [6], digital transformation serves as a catalyst for organizational innova-
tion by creating conditions that necessitate the development of new ideas, practices, 
and institutional arrangements. In turn, effective organizational innovation becomes 
a prerequisite for leveraging the full potential of digital transformation and ensuring 
its sustainability and scalability. Kaganer et al. [7] highlight that digital transforma-
tion should be viewed as a process of organizational change activated and sustained 
by digital technologies, requiring a reorientation of structures and routines often 
hindered by organizational inertia. Similarly, McKinsey’s findings [8] indicate that 
behavioral and cultural adaptation within the organization is critical, as digital 
transformation exerts its impact through changes in employee mindsets, internal 
communication, and managerial practices. The interplay between technological, 
organizational, and social dimensions is further corroborated by empirical research. 
The study by Al-Ayed et  al. [9] identifies a positive correlation between digital 
transformation and organizational performance, mediated by digital innovation. 
These findings underscore the importance of adopting a holistic approach that inte-
grates digital tools with structural and cultural transformation.

What we understand from all these facts is that businesses need to structure their 
organizational structures and operations within a dynamic, universal but unique sys-
tem for the future in order to carry out sustainable activities within the global inno-
vative transformation processes that occur due to direct and indirect developments 
within and outside the sector. In this way, they will have a strong corporate identity. 
Mete [10] emphasized that the market activities of businesses are shaped by institu-
tionalization and that innovation, which enables them to exist in the competitive 
market, is a part of the corporate movement. In the transformation process of the 
industrial world, businesses have to innovate and transform innovations into com-
mercial value. In the same study, Mete expressed organizational innovation as the 
innovation, correction and development activities that take place in the methods that 
businesses put forward in the operation of their administrative and organizational 
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processes integrated with all their system formations in their active commer-
cial lives.

Innovation, which can be defined simply as the driving force of economic devel-
opment and competitiveness for businesses, is defined in the Oslo Manual as ‘the 
implementation of a new or significantly improved product (good or service) or 
process, a new marketing method or a new organizational method in internal busi-
ness practices, workplace organization or external relations’ [11]. The definition 
given to industrial innovation within the framework of the vision of the future in 
sustainable digital societies is to provide social and environmental benefits as well 
as economic benefits. In this respect, businesses that grasp the importance of inno-
vation on the basis of internal processes and departments and implement it by devel-
oping it can manage and shape innovation. As can be seen, organizational innovation 
is one of the main lines of future businesses. At this point, the biggest breakthroughs 
to be made within the organization, such as commercial practices and workplace 
planning, fall within the scope of organizational innovation. Toyota is a good exam-
ple of organizational innovation, offering continuous improvement and develop-
ment responsibility to the person who does the work as a way of realizing the low 
cost-high quality principle [12].

In this light, organizational innovation emerges as a critical dimension of innova-
tion activity, particularly in the context of adapting internal structures and processes 
to the evolving demands of digital transformation. It goes beyond technological 
upgrades and reflects a deliberate and strategic effort to redesign how an organiza-
tion functions at all levels. Organizational innovation can be broadly understood as 
the systematic implementation of new managerial ideas, structural configurations, 
and operational practices that aim to increase efficiency, generate added value for 
customers, foster the development of novel products and services, and enhance the 
organization’s overall adaptability and responsiveness to external changes [13]. It 
entails not only the redesign of business processes, but also the transformation of 
internal culture, employee engagement, and the diffusion of innovative thinking 
across departments. As emphasized by Weerawardena [14], innovation within orga-
nizations functions through specific mechanisms that enable individuals and teams 
to identify opportunities, generate creative solutions, and translate them into action-
able improvements. These mechanisms form the backbone of innovation manage-
ment and are essential for embedding innovation into the organizational routine. 
Morone and Testa [15] further conceptualize organizational innovation as a process 
of deep structural transformation, including the integration of new knowledge, tech-
nologies, and institutional arrangements. Such changes are necessary for organiza-
tions to adapt proactively to dynamic market environments, technological disruption, 
and shifting stakeholder expectations. In this regard, organizational innovation is 
not only a facilitator of competitive advantage, but also a prerequisite for long-term 
organizational sustainability and resilience.

Building on this conceptual foundation, it becomes evident that organizational 
innovation must be operationalized through concrete mechanisms that directly 
address the practical challenges faced by enterprises in the context of digital trans-
formation. In this regard, the present literature analysis identifies three core 
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organizational domains—labor, management, and supply chain—as critical focal 
points where structural and functional difficulties tend to concentrate. These pat-
terns represent not only the primary areas affected by technological and organiza-
tional change, but also the most promising entry points for innovation-driven 
interventions. By systematically examining the nature of challenges within these 
components, the study contributes to the formulation of integrated approaches 
aimed at fostering resilience, operational efficiency, and strategic alignment in 
industrial enterprises undergoing digital transformation.

Despite the growing body of literature on digital transformation, there remains a 
significant gap in the systematic examination of the organizational dimension of this 
process. Particularly underexplored is the role of organizational innovation as a 
mediating and enabling mechanism in overcoming the structural, procedural, and 
cultural obstacles posed by digitalization. Organizational innovation—encompass-
ing new managerial practices, redesign of workflows, and development of collab-
orative and adaptive cultures—is increasingly recognized as the linchpin of 
successful digital transition. Yet, the interplay between organizational innovation 
and the concrete difficulties faced by enterprises in different sectors, regions, and 
operational contexts requires further investigation.

This study aims to address this gap by offering a structured synthesis of recent 
scholarly contributions that examine organizational challenges in the digital trans-
formation process from the perspective of organizational innovation. By classifying 
these challenges into thematic categories—labor, management, and supply chain—
the study provides a nuanced analytical framework that not only enhances concep-
tual clarity but also offers practical value for industry stakeholders.

In line with the outlined theoretical framework and the identified focal areas of 
organizational innovation, the present study is guided by the following research 
questions: What types of organizational challenges are encountered by industrial 
enterprises in the context of digital transformation? How can these challenges be 
interpreted and analyzed through the lens of organizational innovation as a strategic 
response mechanism? What evidence-based recommendations can be proposed to 
effectively address and mitigate the organizational difficulties faced by industrial 
enterprises during the transformation process? These questions aim to provide a 
comprehensive understanding of how innovation-oriented organizational restructur-
ing can support sustainable digital transformation in industrial settings.

It is posited that the outcomes of this research will serve as a foundational refer-
ence point for further academic inquiry and as a strategic guide for enterprises navi-
gating the path toward sustainable digital transformation.

2 � Methods and Data

The present study employs a qualitative, structured literature review approach 
aimed at identifying and analyzing organizational challenges encountered by indus-
trial enterprises in the context of digital transformation. The primary objective of 
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the review is to classify and interpret these challenges through the conceptual lens 
of organizational innovation.

2.1 � Selection of Sources

The selection of academic publications was conducted using the scientific platform 
Google Scholar. The keyword combinations used for search queries included: 
“organizational challenges,” “digital transformation,” “organizational innovation,” 
“Industry 4.0 and 5.0,” “innovation management,” and “industrial enterprises.” The 
search was limited to peer-reviewed publications and research reports relevant to 
the industrial and organizational transformation context. Both qualitative and con-
ceptual studies were included. The language of publication was required to be 
English to ensure interpretability and methodological consistency. Publication date 
is not strictly limited but preference is given to recent studies (from 2010 onward) 
to capture up-to-date developments and trends.

2.2 � Inclusion and Exclusion Criteria

To ensure the conceptual coherence and analytical relevance of the literature review, 
a set of predefined inclusion and exclusion criteria was applied to all initially 
retrieved sources. These criteria were used to narrow down the scope of the review 
and select only those publications that provide meaningful insights into organiza-
tional challenges within the context of digital transformation, analyzed through the 
lens of organizational innovation.

Inclusion criteria:

•	 The study must explicitly address organizational problems or barriers faced by 
industrial or business enterprises.

•	 The content must be related to or situated within the context of digital transfor-
mation, Industry 4.0/5.0, or innovation management.

•	 The publication must contain qualitative or conceptual analysis of organizational 
processes, structures, or behaviors.

•	 The article must contribute empirical or theoretical insights relevant to one or 
more of the following organizational domains: labor, management, or sup-
ply chain.

Exclusion criteria:

•	 Studies focused solely on technological, engineering, or IT-specific aspects with-
out a discussion of organizational implications were excluded.
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•	 Articles examining consumer behavior, marketing strategies, or external market 
factors without linking them to internal organizational dynamics were not 
considered.

•	 Publications lacking methodological transparency or analytical depth (e.g., edi-
torials, opinion pieces, blog posts) were omitted.

•	 Duplicates, inaccessible full texts, or non-peer-reviewed materials were excluded 
from further analysis.

Following the application of these criteria, seven publications were selected as the 
final dataset for in-depth examination. These studies provided a diverse but themati-
cally unified foundation for identifying, categorizing, and interpreting organiza-
tional challenges relevant to the digital transformation of industrial enterprises. 
These studies span various sectors and regions, and reflect diverse perspectives on 
organizational challenges, including workforce dynamics, managerial restructuring, 
innovation practices, and supply chain adaptation. The final set of publications 
selected for detailed analysis includes the works of Rinsky-Halivni et  al. [16], 
Bäcklund et al. [14], Agostini and Filippini [17], Namousi and Kohl [18], Kemendi 
et al. [19], Rodríguez and Lorenzo [20], and Carlsson et al. [21].

2.3 � Analytical Framework

To systematize the findings, a deductive thematic analysis was applied. First, the 
content of each publication was reviewed to extract explicitly stated organizational 
problems. Second, these challenges were categorized according to three organiza-
tional domains, which were determined based on their recurrence and relevance in 
the reviewed literature: Labor-related challenges (e.g., aging workforce, compe-
tency gaps, cultural adaptation); Management-related challenges (e.g., structural 
inertia, innovation diffusion, leadership overload); Supply chain-related challenges 
(e.g., integration issues, responsiveness, information asymmetry).

The extracted data were then compared and synthesized to identify patterns, 
overlaps, and specific problem types, as well as to uncover the underlying mecha-
nisms through which organizational innovation could serve as a mitigating or 
enabling factor.

2.4 � Assumptions and Limitations

This literature review is based on a structured and purposeful selection of academic 
publications addressing organizational challenges within the context of digital 
transformation. To ensure methodological transparency, several key assumptions 
and limitations are acknowledged.
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Assumptions  It is assumed that the selected sources represent scientifically valid 
and peer-reviewed contributions, offering theoretically grounded insights into the 
organizational aspects of digital transformation. The review further presumes a suf-
ficient conceptual alignment across the included studies, particularly with regard to 
key categories such as organizational innovation, managerial restructuring, and 
workforce adaptation. It is also assumed that, despite sectoral and regional differ-
ences, the organizational challenges identified in the publications are comparable 
and analytically transferable.

Limitations  First, the number of analyzed publications is limited to seven, which, 
while selected according to rigorous inclusion criteria, may limit the generalizabil-
ity of findings. Second, the review is qualitative in nature and does not involve sta-
tistical or meta-analytical methods, thus limiting the potential for quantitative 
synthesis or hypothesis testing. Third, the contextual diversity of the sources—
spanning various industries and countries—may introduce heterogeneity in the 
interpretation of organizational challenges. Fourth, the temporal scope includes 
both recent and earlier studies; although this enhances theoretical breadth, it may 
also reflect varying stages of digital transformation across cases. Lastly, the analysis 
is confined to publicly available peer-reviewed literature and does not incorporate 
empirical data from practice. Future research may extend the analysis by incorpo-
rating quantitative meta-analytical techniques or expanding the dataset across addi-
tional regions and industries.

These assumptions and limitations define the scope of the current study and 
should be taken into consideration when interpreting the results and their applicabil-
ity to broader organizational contexts.

3 � Results

The results of the conducted literature review, focused primarily on publications 
from the last years in light of the accelerated pace of digital innovation, reveal a 
noticeable research gap in the systematic examination of organizational challenges 
associated with digital transformation. While a growing body of literature addresses 
digital technologies and innovation management, relatively few studies explore the 
organizational dimension of this transformation in a comprehensive and structured 
manner. Among the available sources, most research tends to concentrate on spe-
cific organizational subsystems, such as the workforce or managerial structures, 
often within particular sectors or national contexts. These studies, although valu-
able, frequently provide fragmented insights or case-specific conclusions, limiting 
their generalizability across industries and regions.

The present study analyzes seven selected publications, which collectively 
encompass a diverse range of organizational problems observed in enterprises 
across different regions, industries, and operational environments. These works 

U. A. Seyrek et al.



339

form the empirical and conceptual foundation for the classification and interpreta-
tion of organizational challenges through the lens of organizational innovation. The 
selected publications include:

	1.	 In the study by Rinsky-Halivni et al. [16], data from organizations with varying 
ownership structures and sectoral affiliations were analyzed through the lens of 
challenges posed by an aging workforce. The authors identified five levels of 
organizational difficulties, categorized as follows: individual employee, work 
environment, team relations, organizational level, and community level.

	2.	 In their research focused on a large real estate company undergoing multiple 
initiatives in digital transformation, Bäcklund et al. [14] examined a range of 
operational challenges. These were articulated as: top-down over-diffusion of 
innovation, lack of cross-functional innovation, lack of user-centered innova-
tion, discontinuities in the innovation process and unclear roles of innovators, 
insufficient communication with innovation stakeholders, lack of time and 
resources for innovation and new technologies, as well as uncertainties in the 
implementation of technological solutions.

	3.	 In a study of Italian manufacturing firms, Agostini and Filippini [17] addressed 
organizational challenges from a supply chain perspective. The difficulties iden-
tified included issues related to just-in-time (JIT) coordination with suppliers 
and clients and integration of information flows.

	4.	 The study by Namousi and Kohl [18] investigated organizational challenges 
arising in the context of rapid growth in startups. Identified problems included 
managerial overload, absence of clearly defined functional or project leader-
ship, and ambiguity in employee roles and responsibilities.

	5.	 In the study conducted by Kemendi et al. [19] on small and medium-sized enter-
prises (SMEs) within the European Union, organizational challenges were 
examined in the context of Industry 4.0 and 5.0 transformations. The key issues 
included risk perception in technology adoption and ethical concerns in human-
robot interaction.

	6.	 The work of Rodríguez and Lorenzo [20] focused on organizational challenges 
associated with open innovation practices. Noted problems included difficulties 
in seeking external ideas and knowledge, networking limitations, retention of 
untapped ideas within the company, and barriers to effective commercialization 
of innovations.

	7.	 In their investigation of industrial digitalization challenges in manufacturing 
firms, Carlsson et al. [21] identified critical issues related to adaptive organiza-
tional culture, learning processes, and competence development. These were 
recognized as key impediments to leveraging advanced technologies within 
organizational settings.

All identified  problems were grouped according to their primary organizational 
actors and associating them with the three components of the organization, namely 
workforce, management and supply chain. Similar problems in the publications 
analyzed as data sources were eliminated. As a result, the organizational compo-
nents expressed as the main actors and the problems presented within these 
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frameworks were grouped in Table 1. Each problem was defined and discussed, and 
possible solution suggestions were presented by adhering to the relevant literature.

3.1 � Organizational Challenges from Workforce Perspective

Individual Employee  In terms of individual employees, two basic sub-problems 
have been identified as health loss and negative attitudes. It has been found that 
individual decline in understanding, memory, concentration, acquisition, skills and 
comprehensive data management, which result from age-related health problems, 
cause a decrease in labor productivity, quality and competence. In addition to health 
loss, the fatigue felt due to monotonous work for years and the burnout caused by 
work pressure result in unhappiness and frustration. The physical and psychological 
decline of employees represents a loss of human capital in terms of improving the 

Table 1  Key organizational challenges in industrial enterprises

Groups Organizational challenges

Challenges from a workforce 
perspective

Individual employee factors
Work environment conditions
Team relations and dynamics
Organizational-level issues
Community-level challenges
Undefined or ambiguous employee roles
Risk perception in organizational contexts
Ethical and operational issues in human–robot interaction
Challenges in developing an adaptive organizational culture
Organizational learning constraints
Competence gaps and skill mismatches

Challenges from managerial 
perspective

Problem of top-down diffusion of innovation
Lack of interfunctional innovation
Lack of user-centered innovation
Discontinuities in the innovation process and unclear roles 
of innovators
Insufficient communication with innovation stakeholders
Lack of time and resources for innovation and new 
technologies
Difficulties and uncertainties in the implementation of 
technology
Managerial overload
Absence of clearly defined functional or project 
management
Search for external ideas and knowledge
Networking limitations
Retention of untapped ideas within the organization
Barriers to commercialization of innovations

Challenges from supply chain 
perspective

Just-in-time coordination with clients
Just-in-time coordination with suppliers
Integration of information flows
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sustainable processes of the business and producing innovative solutions and team-
work. In our age, the complexity, difficulty and various stress factors brought about 
by the digital revolution led to physical and mental burnout not only in aging indi-
viduals but also in working young individuals.

Work Environment  We can evaluate today’s working world as two poles, which 
are getting harder and easier in terms of working environments. In geographies that 
are technologically backward or have not caught up with digital transformation, the 
existence of mistreatments such as injustice, no worker rights, no work safety, no 
work health, unhealthy nutrition, inequalities, negative human relations and in hier-
archical relations undermine human dignity and psychological well-being, some-
times leading to physical harm. Beyond this negative pole, in geographies where 
developed or advanced technology exists, in addition to overtime, stress, and work 
safety problems in businesses that have not yet fully reached ideal ease and comfort, 
the use of technology itself has, in some cases, become a source of difficulty  in 
some sectors, preventing the productivity of the professional individual.

Team Relations  The main problem here is caused by laziness and irresponsibility. 
Reasons such as deficiencies in sharing, organizing and planning the work and the 
lack of a sense of duty make the distribution of workload unbalanced among the 
employees. This kind of organizational problem causes high employee turnover, 
especially in terms of young individuals, that is, it causes the business to lose 
employees frequently in the short term. This negative atmosphere spreads to the 
team or teams in the organization. As relational demoralization, generation con-
flicts, mutual influence and sharp differences between individuals cause disorder in 
the organization and ultimately loss in work efficiency.

Organizational Level  Negativities such as costs related to health and aging within 
the organization, unnecessary human resources, incorrect planning and strategic 
error expenditures, and inability to manage risk are other aspects of organizational 
problems.

Community Level  The problem addressed at this level in the relevant literature is 
a  lack of systematic communication between the occupational physician and the 
organization regarding the adequacy of the workforce.

Loose Employee Roles   Failure to assign the right employees to appropriate posi-
tions, the efficiency of the organization decreases. Experienced operations directors 
and HR specialists are needed to prevent mistakes in recruitment and constant posi-
tion shifting. Otherwise, managers will be frustrated due to organizational disruption.

Risk Perception Issues  Digital transformation is reshaping risk perceptions. The 
complex technologies that create this are increasing requirements. Industry may see 
existing and traditional positions and processes at risk. Technological labor short-
ages are a serious risk. The variation in experience, productivity and physical 
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abilities of employees in production processes in the organization poses a challenge 
[22]. Risk and control challenges in the organizational structure reinforce the impor-
tance of risk management. This requires digital literacy and skills, and the collabo-
ration of digital education with new technological processes. Management needs to 
redesign tasks and responsibilities within the organizational innovation.

Ethical Issues in Human-Robot Relations  In the digital transformation process 
that is experienced suddenly without certain strategic, planned transformation and 
change preparations and processes, various psychological and ethical work prob-
lems arise between robots that assume integrated, standard, fast and difficult roles 
and humans. The most obvious example is the decrease in labor demand due to 
machines replacing humans. Now, digital transformation puts pressure on qualified 
labor [23]. Digital transformation in businesses in different sectors depends on orga-
nizational innovation as well as many quantitative and qualitative changes.

Adaptive Culture  Adaptable culture refers to the difficulty of collectively organiz-
ing talent, interest, knowledge and understanding to adopt and implement the digi-
talization initiative. The difficulty in adopting industrial digitalization arises from 
the indifference, ignorance and inadequacy of the segment that will be adapted to 
the transformation. A system will be required where indifference can be addressed 
by participating in digitalization; ignorance will be eliminated by teaching the 
effects and outputs of digitalization and innovation with the right methods; and 
inadequacy will be completed with comprehensive technological initiatives in the 
entire organization in practice. In the perspective of these components, resolving the 
meaning problem of the organization towards digital transformation comes to the 
fore. For this, it should be explained what is required for innovation in business, the 
benefits of innovative production, and the ease, efficiency, quality and savings that 
digital systems will provide in the organizational structure instead of traditional 
systems. It is difficult to organize and ensure the sustainability of digital transforma-
tion culture adaptation. Employees coming from traditional cultures can transfer 
adaptation and adaptation responsibilities to others, avoid change or do not trust. 
The deficiencies in the adaptation roadmap and rules of digital transformation cul-
ture should be eliminated.

Learning  Learning reveals concepts related to the ways and methods of digital 
transformation initiatives in the industry. Learning includes understanding deci-
sions, motivation, vision and benefits. We can claim that learning will eliminate the 
problem of trust in the system and structure. In digital transformation, fait accompli 
changes and transitions made without training business employees, without measur-
ing their perception, without knowledge and belief in digital systems and without 
preparing them will create a problem of suspicion and trust in the digitalized orga-
nizational structure. At this point, the obstacle of doing nothing will arise against the 
risk of making mistakes in digital applications with rigid functioning.
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Competence  The gap in knowing what kind of competence employees in busi-
nesses that will adapt technology and provide innovation in the digital transforma-
tion process need to have in order to overcome the challenges that will be encountered 
in industrial digitalization is the competence challenge. In order to acquire and 
develop competence, time, place and strategy are required. Another problem is the 
possible disinterest of older employees who come from a classical, or rather man-
ual, culture in acquiring competence. For this, an innovative workforce change may 
also be required in the organization. For example, in organizational innovation, 
uncertainty about how I4.0 and I5.0 technologies will be used and how and by 
whom the applications will be managed and controlled needs to be resolved. It 
should be clear and explicit who is responsible for industrial digitalization and orga-
nizational innovation in the business.

3.2 � Organizational Challenges from Managerial Perspective

The Problem of Diffusion of Innovation from Top to Bottom  The situation where 
innovation itself does not spread effectively in the organizational hierarchy due to 
the difficulties that permeate the organization is defined as the difficulties associated 
with top-down innovation. In other words, it is expressed as the problem of imple-
mentation of innovation. In this context, the most fundamental difficulty is that 
innovations remain under the control of upper management and units affiliated with 
upper management and cannot be reduced to the employee level.

To prevent innovation from remaining as a project in the brain of the business in 
the context of innovation implementation, innovation should be disseminated from 
top to bottom to the user level in the system that can be described as an innovation 
pyramid. In the pyramid of needs related to the innovation flow, needs should be 
systematically determined, and solutions should be sought down to the end user. 
Innovation should be accessible and applicable at all levels from top to bottom.

The Problem of Lack of Interfunctional Innovation  In the organizational struc-
ture of companies, when there are multiple development processes for each depart-
ment and an inclusive innovation process for the entire company, difficulties arise in 
the coordination of interfunctional innovations. Because the importance given to 
digitalization varies among business units, uncertainty and cooperation confusion 
arise in the perception of digitalization. The problem of digital chaos occurs as a 
result of operational units acting independently and separately in terms of technol-
ogy application and innovation, which produces multiple independent solutions to 
the same problem. Thus, the difficulty of controlling multiple independent techno-
logical systems and multiple data security risks arise.

Interfunctional coordination should be established in the solution of this organi-
zational problem. For this, the costs for solutions must be determined and new 
resources must be allocated.
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Lack of User-Centered Innovation  The lack of purpose, direction and involve-
ment of operational personnel in the innovation process create difficulties in deter-
mining and solving needs. The organizational disconnection in the business between 
the developer and the implementer and inability to understand innovation create a 
gap in the end users. This situation prevents the development of solution center digi-
tal tools such as applications that provide architectural visualization using virtual 
reality.

At this point, in the technology development process targeting the user, a coordi-
nated connection must be established between the business development and opera-
tions unit in the organization.

Discontinuities in the Innovation Process and Ambiguity in the Roles of 
Innovators  The innovation process itself is a challenge. It is difficult to scale orga-
nizational innovation in particular. The limitations of basic functions in the innova-
tion process and the uncertainty of responsibilities for innovation projects and 
applications pose a challenge.

In order to adopt digitalization, it is necessary to clarify every stage of the inno-
vation process from top to bottom. Application duties and responsibilities and appli-
cation effectiveness should be defined. For example, the effectiveness of using IoT 
devices in the organizational process should be understood. In this context, new 
roles will be defined in smart organizations.

Lack of Communication to Innovation Stakeholders  The communication fre-
quencies and communication links within the units of a business may be different. 
For example, the communication patterns of the white-collar project innovation 
team with each other and the communication structure between the team managing 
the operational process show contradictory differences. The differences in access to 
and dissemination of information within the organization create problems in the 
understanding and implementation of innovation. For this purpose, innovative com-
munication tools and methods should be used in the organization.

The Problem of Lack of Time and Resources for Innovation and New 
Technologies  The chaotic operations of many businesses in organizational, admin-
istrative, operational and various areas cause them not to allocate enough time to 
innovation. For many managers, the time to be allocated for innovation is consid-
ered a concept that can be risked or not dared to be spent in the spiral of more pro-
duction and profit. Innovative ideas in draft form are seen as an even more 
challenging responsibility to the already heavy workload. In addition, the fact that 
the digitalization process requires adaptation and adjustment at every level from top 
to bottom also creates a resource problem.

The direct solution to this problem is to allocate time and resources. This requires 
a commitment to top-down transformation.

Difficulties and Uncertainties in Operational Processes Related to the 
Implementation of Technology  There may be difficulties in the implementation of 
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innovation and in the subsequent process management within the organizational 
units. Fundamental issues such as implementation, training and follow-up remain 
largely unsolved. There is a lack of clarity regarding the implementation and effects 
of innovation in operational processes. In general, operational employees tend to 
turn to simple solutions instead of systems that require complex knowledge. Digital 
functions of the IT system, such as data and passwords, can be a stress burden for 
personnel. Therefore, the general and familiar operational and organizational pro-
cess is manual. At this point, it is not desired for digitalization and innovative appli-
cations to replace the professional experiences and intuitions that the individual has 
gained over time.

In order for innovative applications to be included in the organization during the 
digital transformation process, operational personnel must be included in the orga-
nizational innovation process and given holistic adaptation and training on the use 
of digital technologies.

Management is Overwhelmed by Workload  In the growing and developing busi-
ness world, managing businesses that undergo digital transformation with new 
information brings an administrative burden that is difficult to follow due to diversi-
fied job duties and positions. This situation, which creates stress accumulation on 
business management, directly or indirectly causes organizational problems. As a 
result of this problem, suspended projects, unfinished projects, planning problems 
can be shown. For this reason, potential gains are lost, and even financial losses 
occur. In addition, this situation can cause managers to burnout, break employee 
faith and create disappointment. At this point, innovative organizational solutions 
can be used to analyze and organize the workload.

The Problem of not Having a Clear Function or Project Manager  The lack of a 
specific project manager for a specific plan, strategy and purpose is a serious prob-
lem. This lack of leadership will primarily affect team awareness and potential effi-
ciency for the project in question. Indirect assignments without authority to project 
management cannot be seen as a solution because they mean putting the project at 
risk. On the other hand, uncertainty of authority between the project management 
and upper management causes employee insecurity and the project ends ineffi-
ciency or failure. This situation also constitutes a usurpation of rights for the project 
manager.

The only rational way to prevent this situation is to determine the duties and 
responsibilities of competent managers for each function in the organization through 
an innovative decision-making process.

Searching for Valuable Ideas and Information Outside  This type of problem is 
the cost of acquiring the information required for innovation. A budget needs to be 
created for organizational innovations.

Networking Problem  The technical knowledge obtained from numerous partici-
pating technologies, such as in the aircraft and space industry, the participation of 
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companies in project coordination is a serious function that needs to be handled 
[24]. In this context, efficient collaboration requires organizational innovation that 
adds value to innovative companies and customers.

Ideas Left within the Company  Potential ideas and information that have not been 
put on the market and developed need to be evaluated within the organizational 
process. In addition, the exit of the workforce needs to be prevented. In this way, the 
escape of ideas and information that can turn into a competitor company will be 
prevented. It is necessary to prevent the loss of profitability by including the idle 
capacity inside the company in the transformation process.

Commercialization Problem  If innovations are exploited by rival companies, 
property rights may be damaged, making it difficult to profit from innovations. Self-
protection should be ensured in the context of organizational renewal by giving 
importance to property rights, patent applications and product registrations.

3.3 � Organizational Challenges from Supply Chain Perspective

JIT with Suppliers  This problem includes organizational problems related to on-
time deliveries and the relationship with the supplier. The product exchange pro-
cesses between the supplier and the buyer must be carried out with smart systems.

JIT with Clients  Innovative transformation is required in the organization where 
smart technologies are used for delivery and production programs that will fulfill 
the responsibility to the customer against sudden interruptions in production, pre-
vent grievances, and ensure that the manufacturer delivers to the customer on time. 
For example, ERP [25], defined as advanced systems and software that bring 
together all the resources of a company and provide end-to-end management and 
efficiency.

Information Flow Integration  The existence of a smart sharing system between 
production, delivery and supply enables the smooth functioning of the organization 
by providing real forecasting and data flow between the trade chain partners—dis-
tributors, wholesalers, retailers and the manufacturer. Smart technologies that 
enable monitoring and control of inventory data are an example of this.

4 � Discussion

The findings of this literature review provide important insights into the organiza-
tional challenges that industrial enterprises face in the context of digital transforma-
tion and underscore the central role of organizational innovation in overcoming 
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these difficulties. By synthesizing results from diverse studies, the research high-
lights how structural, cultural, managerial, and operational factors converge to form 
complex barriers that inhibit the effective implementation of digital technologies.

A key observation is the systemic nature of organizational challenges, which do 
not arise from isolated deficiencies, but rather from interrelated constraints within 
the domains of labor, management, and the supply chain. Issues such as the aging 
workforce, insufficient digital competencies, resistance to innovation, lack of coor-
dination across functions, and technological fragmentation reflect deeply embedded 
limitations in organizational capacity and adaptability. These findings reinforce the 
argument that digital transformation is not merely a technical upgrade, but a com-
prehensive process of organizational renewal.

From the perspective of organizational innovation, the reviewed studies support 
the view that internal transformation must precede or accompany digitalization. 
Innovation in organizational structures—such as role clarity, team-based collabora-
tion, learning mechanisms, and flexible hierarchies—emerges as a prerequisite for 
sustainable digital change. Notably, several studies emphasized that without a cul-
tural shift and leadership commitment, even well-funded digital transformation ini-
tiatives fail to generate lasting impact. This supports prior theoretical work asserting 
the interdependence between technological innovation and organizational 
adaptability.

Moreover, the review reveals sectoral and contextual specificity in the manifesta-
tion of organizational challenges. For instance, the problems experienced by manu-
facturing enterprises differ from those faced by service-based or startup firms, 
particularly with respect to supply chain complexity or managerial overload during 
rapid scaling. This indicates the need for tailored organizational innovation strate-
gies, sensitive to the institutional, cultural, and operational realities of each 
enterprise.

The discussion also points to a critical gap in the existing literature—namely, the 
lack of integrative frameworks that systematically link organizational innovation to 
digital transformation outcomes. While many studies acknowledge the role of inno-
vation, few offer operational models or strategic roadmaps for its implementation in 
real-world settings. This suggests that future research should move beyond problem 
identification toward the development of actionable tools and performance metrics 
that guide enterprises in aligning their innovation processes with digital transforma-
tion goals.

Taken together, the findings suggest that organizational innovation is not only a 
response to digital transformation pressures but also a strategic capacity that enables 
organizations to shape and direct their own transformation trajectories.

Building upon the findings of this review, it becomes evident that the successful 
implementation of digital transformation requires more than isolated technical solu-
tions—it demands a holistic rethinking of the organization’s operational logic, 
human capital development, and value creation mechanisms. While the literature 
confirms the centrality of organizational innovation as a response to internal struc-
tural challenges, it also underscores the transformative power of digital technolo-
gies themselves. Thus, a broader view is needed—one that integrates organizational 
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innovation with the strategic deployment of digital tools. In this regard, recent stud-
ies emphasize the systemic nature of digital transformation as a process that reshapes 
not only processes and workflows, but also business models and employee 
capabilities.

Digital transformation is a comprehensive process in which organizations use 
digital technologies to fundamentally change their operations, business models and 
value creation approaches. Digital transformation involves restructuring internal 
processes, adopting new agile and collaborative working methods and developing 
digital skills of the workforce [26]. Innovation has an organic life with digital trans-
formation. In the process of innovative transformation, companies cannot remain 
efficient in current conditions, especially in operational processes, and cannot take 
a sustainable step into the future without digital applications. Digital transformation 
enables companies to develop their capabilities, increase their reach and returns 
across asset and operational value chains. Companies should focus on developing 
future talent in the digital age to ensure long-term success and adjust competencies 
to company conditions, global trends, phenomena and organizational urgency to 
survive and be competitive.

In today’s globalizing world, which is transitioning to the space age, innovation 
is the only way out that provides companies with technological tools to find solu-
tions to organizational challenges, thus making companies competitive and sustain-
able. Accounting software, organizational tools for information exchange and 
sharing, scheduling and brainstorming tools, data visualization and next-generation 
presentations, competitive analysis tools, business models, risk management, 
Document Management System (DMS), Customer Relationship Management 
(CRM) Tools, Customer Data Platform (CDP), Business Process Management 
(BPM) Software, Enterprise Resource Planning (ERP) Software, Content 
Management System (CMS), Data Analytics Tools, Collaboration Tools, Project 
Management Tools, robots, sensors, facial recognition technologies that increase 
human-machine interaction, automatic handling and stocking systems, satellite 
tracking systems, and many other technologies allow companies to develop their 
capabilities and increase their asset and operational values. In addition to this real-
ity, the ability to implement trend technologies that shape digital transformation 
from a technological perspective also brings new challenges to light for compa-
nies [27].

In the digital transformation process, innovation optimizes organizational pro-
cesses, provides cost savings and eliminates organizational problems with its many 
benefits. Companies know that digital transformation technologies will be used as 
training tools that will enable employees to make informed decisions. In order to 
adopt and use digital technologies, employees need to acquire the right skills. This 
process, which requires investment, can be challenging due to the resources required. 
For example, in order to digitize customer service management, the company will 
have to hire experts to ensure that employees acquire the skills and knowledge to 
use the relevant innovations by providing the relevant adaptation, and to ensure 
trust, interest and perception in the benefits of digital transformation [9]. At this 
point, new budget items will arise for workforce renewal and transformation costs. 
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Therefore, the right plans and strategies are essential to ensure innovation in the 
organizational structure during the digital transformation process. For example, 
employees need to understand and experience that artificial intelligence has 
advanced data processing and decision-making capabilities, and thus optimizes 
operations and increases efficiency. Similarly, the workforce that understands the 
necessity of using ISR, which reduces costs and production times by increasing 
efficiency and precision in production lines and operational processes, will provide 
innovation in the organization.

Organizational processes such as manufacturing are being transformed by the 
digital revolution, which enables an efficient and healthy work environment. The 
use of digital technologies enables operational excellence, risk management and the 
elimination of managerial deficiencies and inefficiencies. Ultimately, it increases 
efficiency by improving the workforce, supply and management.

5 � Conclusion

This study aimed to examine the organizational challenges that industrial enter-
prises encounter in the process of digital transformation, and to interpret these chal-
lenges through the lens of organizational innovation. By conducting a structured 
review of selected academic publications, the research sought to address three inter-
related questions: (1) What are the key organizational difficulties faced by industrial 
enterprises? (2) How can these difficulties be understood from the perspective of 
organizational innovation within the context of digital transformation? (3) What 
strategic insights and recommendations can be offered to overcome such challenges?

The analysis revealed that organizational problems are concentrated in three 
major domains: labor, management, and the supply chain. Within these domains, 
the challenges range from competency gaps, cultural resistance, and role ambiguity 
to structural inertia, communication breakdowns, and technological integration fail-
ures. These difficulties are not isolated or technical in nature; rather, they are sys-
temic and deeply embedded in the internal dynamics of enterprises undergoing 
transformation.

A key finding of the study is that organizational innovation serves as both a nec-
essary condition and an enabler of successful digital transformation. Innovation-
oriented restructuring—characterized by adaptive leadership, collaborative culture, 
flexible structures, and continuous learning—emerges as a critical response mecha-
nism to the multifaceted challenges identified. The reviewed literature consistently 
highlights that technological change alone is insufficient; without parallel organiza-
tional innovation, digital initiatives are unlikely to be sustainable or effective.

In a rapidly evolving global environment, where digital technologies redefine the 
principles of industrial competitiveness, the integration of digital transformation 
with organizational innovation is no longer optional but essential. Enterprises that 
embrace this dual imperative will be better positioned to navigate complexity, adapt 
to change, and sustain long-term growth.
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The study contributes to the theoretical understanding of how digital transforma-
tion interacts with internal organizational processes and offers a conceptual founda-
tion for future empirical research. For practitioners, the results provide a diagnostic 
framework for identifying critical pressure points and designing targeted interven-
tions aimed at enhancing organizational resilience and performance.
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Abstract  The priority task of modern economic science is to search for a new 
vision on the issues of managing sustainable development of the industrial complex 
as an advanced link in scientific, technological and economic development, which 
justifies the importance and relevance of the topic of the article. The aim of the 
research is to study the trends of sustainable industrial development in the Russian 
economic system based on the use of economic and mathematical modeling tools. 
To conduct the study, in particular in the issues of modeling, the methods of descrip-
tive statistics were used (calculation of average values of indicators, mode, median, 
standard deviation, coefficient of variation, asymmetry, excess, range of variation). 
To build economic and mathematical models describing trends and patterns of sus-
tainable development of industry, a regression model and correlation diagrams were 
utilized. In general, the trends in Russian industry correspond to global trends and 
show an increase in industrial activity, with the exception of some negative aspects 
(a decrease in the share of knowledge-intensive and high-tech products in GDP in 
recent years, a slowdown in the growth rate of industrial production). A stable rela-
tionship was revealed between the growth of the share of knowledge-intensive and 
high-tech products in GDP and a decrease in the energy intensity of the Russian 
economy. The dynamics of industrial production in the Russian economy is charac-
terized as stable and has a positive value, despite the recovery from the pandemic 
and the effects of anti-Russian sanctions; differentiation in industrial production 
among subtypes of economic activity is increasing; the manufacturing sector is 
steadily securing its leading role in the industrial development of the economy; the 
processes of growth in production efficiency are intensifying based on the use of an 
integrated lean manufacturing methodology through the transformation of corpo-
rate thinking, changes in management methods, modification of production pro-
cesses and value creation models. The practical significance of the study lies in the 
development of analytical tools for assessing development trends in relation to 
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Russian industry, which can be used in the development and improvement of pro-
grams for the structural modernization of the Russian economy and the implemen-
tation of technological sovereignty projects.

Keywords  Sustainable development · Energy intensity of the economy · Industrial 
production index · Resource productivity · High-tech and science-intensive 
products

1 � Introduction

A significant number of scientific papers are devoted to the issues of achieving sus-
tainable development. In addition, this issue is becoming increasingly rooted in the 
practical activities of industrial enterprises, whose strategic documents are aimed at 
reaching the UN Sustainable Development Goals.

The ongoing transformation of technological process models, recognition of 
technological sovereignty and innovation policy as a key factor in economic and 
technological development, in this regard, shape the needs of science and industry 
in the development and implementation in business practice of new approaches to 
stimulating the achievement of sustainable growth of industrial enterprises and the 
industrial sector of the economy as a whole. Issues of managing sustainable indus-
trial development in the context of new technical, economic and geopolitical chal-
lenges are becoming especially relevant.

It should be recognized that there is a demand for improving industrial policy 
instruments, forming an effective institutional innovation mechanism for the imple-
mentation and use of innovations, creating and developing resource-saving indus-
tries. The priority task of modern economic science is to find a new vision on the 
issues of managing the sustainable development of the industrial complex as an 
advanced link in scientific, technological and economic development, which justi-
fies the importance and relevance of the topic of the article.

The purpose of the study is to reveal the trends of sustainable industrial develop-
ment in the Russian economic system based on economic and mathematical model-
ing tools.

The purpose of the study forms a number of research objectives:

	1.	 To analyze the trends of industrial development in national economic systems;
	2.	 To identify patterns of achieving sustainable industrial development;
	3.	 To study the interrelations of indicators of sustainable industrial development.

A distinctive feature of the proposed toolkit is its comprehensiveness and practical 
orientation, because, firstly, it has been tested on the example of the real sector of 
the economy of the national economic system (using the case of Russian industry), 
and secondly, it combines descriptive-correlation-regression methods of analysis, 
increasing the level of analytical nature of the research conducted.
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2 � Literature Review

The literature considers various aspects of achieving sustainable industrial develop-
ment, their spectrum is very wide and diverse. For example, Sidorov [1] puts uncer-
tainty and risks at the forefront, highlighting the need to develop indicators of 
sustainable development of the ecosystem, the monitoring of which is aimed at 
achieving a balance of the economic, environmental, managerial, social and techno-
logical subsystems of the enterprise. Theys [2] draws attention to the need to reduce 
the negative impact on nature by enterprises in the process of conducting production 
and business activities. In this definition, at the enterprise level, when achieving 
sustainable development, special attention is paid directly to the environmental 
component of the activity, which is complemented by the social and economic com-
ponent [3, 4].

We believe that studying industrial development trends is impossible in the con-
text of modern realities, which are determined by the issues of achieving sustainable 
development goals in combination with the deployment of the fourth industrial 
revolution. Here, the focus is on such aspects as positive and negative factors of 
Industry 4.0 and their impact on achieving sustainable industrial development, the 
development of an industrial production ecosystem, the introduction of digital 
industrial management technologies in achieving sustainable development goals 
and a number of other issues [5–9]. However, we believe that the study of sustain-
able industrial development trends in these works is more focused on the benefits of 
using Industry 4.0, which somewhat shifts the focus of the research from sustain-
able development towards scientific and technological progress and the impact of 
the fourth industrial revolution on the economic system as a whole.

Recently, such research topics as the role of small and medium-sized industrial 
enterprises in the development of the industrial complex of the economy, the study 
of the correlation between the trends of industrial development of individual regions 
and the global economy as a whole have become popular [10–14]. However, these 
studies represent a cross-section applicable to a separate geographic territory and 
their impact on the spatial development of industry as a whole is not clear.

A number of authors (see, e.g., [15, 16]) consider sustainable industrial develop-
ment within the framework of the circular economy model, defining its advantages 
and prospects as the best development model in real conditions [17, 18]. However, 
most studies focusing on sustainable industrial development in the context of the 
circular economy, firstly, are presented using the example of individual territories, 
typically China; secondly, they focus on the environmental aspect of this issue, 
which does not allow for a comprehensive approach to assessing the achievement of 
sustainable industrial development as a whole.

In continuation of this topic, it seems interesting to study individual characteris-
tics of industrial development from the standpoint of macroeconomic parameters, in 
particular, the change in energy intensity of economic systems as a collective cate-
gory that reflects the direction of change in its sustainability from the standpoint of 
economic and environmental efficiency [19–21]. A number of studies reveal a 
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pattern between the level of efficiency of the economic system as a whole and its 
energy consumption, resource productivity both in terms of individual geographic 
territories and in terms of economic sectors [22–24]. We emphasize that the study 
of heavy industry, its features, efficiency indicators, resource productivity and 
energy efficiency is more prevalent in research.

The problem of achieving sustainable development in industry is currently con-
sidered in a number of priority areas. There are examples of successful practices in 
the world to reduce the negative impact of industry on the environment. For exam-
ple, one of the most polluting industries is ferrous metallurgy. The largest emissions 
of carbon dioxide in ferrous metallurgy are in sintering and blast furnace produc-
tion. A radical reduction in carbon dioxide emissions in ferrous metallurgy can be 
achieved by replacing blast furnaces (rejection of coke) with direct reduction units 
using H2 as a fuel and reducing agent (rejection of CH4) and, as a result, the 
agglomeration process is eliminated (rejection of coke) and the oxygen converter 
production is eliminated.

However, we believe that for further improvement of scientific and methodologi-
cal approaches to achieving sustainable development of industry, it is fundamen-
tally important to reflect and analyze the achieved indicators in this area and study 
the specifics of the patterns of the relationship between the indicators of sustainable 
development, which will complement the existing research in this area.

3 � Materials and Methods

Data from the World Bank [25] and Rosstat [26] were used as the information base 
for the study. The dynamic series for the studied indicators comprised the period 
from 2011 to 2022. Among the indicators, those were selected that characterize the 
trends in achieving sustainable industrial development: gross value added of indus-
try, industrial production index, energy intensity of the economy, technological and 
intellectual products in terms of gross value added.

To conduct the study, in particular in matters of modeling, the methods of 
descriptive statistics were used (calculation of average values of indicators, mode, 
median, standard deviation, variation coefficient, asymmetry, excess, varia-
tion range).

The choice of descriptive statistics methods for analytical purposes is due to the 
fact that they allow us to identify and reveal general patterns of industrial develop-
ment, determine the nature of these trends, the strength and depth of their dynamics.

To build economic and mathematical models describing the trends and patterns 
of sustainable industrial development, the regression model and correlation graphs 
were used.

The choice of methods of correlation and regression analysis when conducting 
research allows us to determine the connections between industrial development 
indicators and their mutual influence on each other.
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The use of descriptive statistics methods in the analysis, as well as correlation 
charts, allows us to identify trends in industrial development, their characteristic 
features, conduct a comparative analysis in retrospect, and determine the relation-
ships between indicators of industrial complex development.

However, it should be noted that, like any other research methods, the methods 
of descriptive statistics, as well as correlation and regression analysis, have their 
limitations. Firstly, it is not possible to build a longer-term dynamics of the esti-
mated parameters of the development of Russian industry, which imposes its own 
limitations on the reliability of the conclusions obtained. Secondly, the selected 
methods do not allow taking into account the entire wide range of factors (external 
economic and internal factors) that influence the development of Russian industry. 
However, their use in this article can be considered as the first stage of an in-depth 
study of trends in the industrial complex of Russia, and the results obtained can be 
used in subsequent studies to identify deeper and more complex patterns and fea-
tures of development based on more complex economic and mathematical models 
(VAR models, panel data models, structural equation models, and lagged variable 
models).

4 � Results

The study of issues of achieving sustainable industrial development calls upon 
researchers to analyze comparative trends in the economy as a whole and individual 
industrial sectors in particular. The results of the comparative analysis of the general 
macroeconomic indicator—the growth rate of gross domestic product showed that, 
on average, for 2011–2021 (comparable official statistical data on international sta-
tistics are published with a delay of 2–3 years on average [25]) the average GDP 
growth rate in the Russian economy was 107%, which among the CIS countries 
corresponds to the level of Belarus—108.1%, Azerbaijan—109.2%. Among the 
CIS countries, the highest average GDP growth rates were observed in 
Uzbekistan—148.7%, Kyrgyzstan—129.8% and Kazakhstan—128.9%. Among the 
BRICS countries, the leading positions in average GDP growth rates were held by 
China—157.4%, India—146.4%. Among the rest of the countries, high average 
GDP growth rates in 2011–2021 were typical for Turkey—145.6%, 
Romania—122.3% and Poland—121.5%. On average, for 2011–2021, the average 
rate of industrial production index (IPI) in the Russian economy was 116.6%, which 
is slightly higher than the CIS successor countries and corresponds to the level of 
Moldova—113.6%, Kyrgyzstan—109.5%. Among the CIS countries, the highest 
average IPI rates were observed in Tajikistan—123.3%, Armenia—121.1% and 
Russia. Among the BRICS countries, the leading positions in average IPI rates were 
held by India—117.6% and Russia. Among the rest of the countries, high average 
IPI rates in 2011–2021 were typical for Turkey—149.4%, Romania—130.6% and 
Lithuania—128.3%. A more detailed analysis of the structure of the economy in the 
context of countries of the world showed the following results. The Russian 
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economy has the highest values of the average gross value added generated in the 
industrial sector, including construction. According to the results of 2000–2022, the 
average share of gross value added of industry in the total value of added value was 
30.7%. It should be noted that the BRICS countries demonstrated higher values of 
the share of gross value added of industry in the total value of added value: for 
example, the average value of this indicator in China was 29.5%, in Brazil—26.4% 
versus 20.1% in the USA and 19.3% in the countries of the European Union. 
Consequently, based on the presented dynamics of the analysis of this indicator, it 
can be concluded that in countries with high rates of industrial growth and, accord-
ingly, added value, the share of gross value added of industry in the total value of 
added value of the economy is higher; this trend is more characteristic of the BRICS 
countries than of developed countries, in which the rate of economic growth is infe-
rior to the similar indicator in the BRICS countries.

According to the results of 2022, the GDP in the Russian economy amounted to 
153,435 billion rubles in current prices, but this is 2.1% less than the 2021 level. 
Gross value added (GVA) amounted to 139,122 billion rubles, which is 3.1% lower 
than the 2021 level. The slowdown in the growth rate of the Russian economy is 
associated with the general macroeconomic situation and the geopolitical situation 
in the world. In 2012–2022, the average GVA growth rate in the Russian economy 
was 101.1%. An analysis of the dynamics of industrial production rates showed 
that, in general, it is characterized by positive dynamics; for the period 2015–2022, 
the average value of the industrial production index (IPI) was 102.2%. However, in 
2020, during the pandemic period, the IPP value was below 100% and amounted to 
97.9%, in 2021, a rapid growth in production was recorded, when the IPP reached 
106.3%. The strengthening of anti-Russian sanctions, as well as the unfavorable 
general political and macroeconomic market conditions, led to a slowdown in the 
industrial production index and a reduction in the indicator to 100.6% in 2022. 
Consideration of the dynamics of the IPP of large types of economic activity showed 
that, as usual, the highest average IPP value in 2015–2022 was noted in the manu-
facturing industry—102.9%, followed by enterprises in the energy sector—101.7% 
and enterprises in the manufacturing sector—101.5%. It should be noted that for all 
major types of economic activity, the average IPP value for the analyzed period was 
positive and indicated an expansion of production. A more detailed analysis of 
changes in the industrial production index by subtypes of economic activity revealed 
the following results. Firstly, there is a clear trend towards an increase in the average 
IPP value in 2022 compared to 2015—102% versus 98%, which is also confirmed 
by visual analysis using a span diagram.

Secondly, the differentiation of the rates of change in industrial production has 
increased, which is confirmed by the growth of the values of the range—from 84% 
in 2015 to 209% in 2022, the coefficient of variation—from 12% to 18%, asymme-
try—from minus 2 to 5 and excess—from 6 to 40 (Table 1).

Thirdly, there was a shift in the distribution series of subtypes of economic activ-
ity—the left-sided asymmetry, in which the median value exceeded the arithmetic 
mean of the IPP (100% versus 98%) was replaced by a right-sided asymmetry of the 
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Table 1  Descriptive 
statistics of the IPP

Indicator 2015 2022

Mean value (%) 98.0 102.0
Median (%) 100.0 101.0
Minimum value (%) 39.0 49.0
Maximum value (%) 124.0 258.0
Range (%) 84.0 209.0
Standard deviation (%) 12.0 19.0
Variation coefficient 12.0 18.0
Asymmetry −2.0 5.0
Kurtosis 6.0 40.0

IPP that increased in relative terms, in which the average value of the IPP was 
higher than the median—102% versus 101% (Fig. 1).

Speaking about industrial development trends, it is necessary to analyze its 
resource productivity. The latest statistics on resource productivity are available for 
2021. Thus, in general, starting from 2018, the productivity of fuel and energy min-
erals increased from 124.2 rubles per 1 kg of standard fuel to 126.3 in 2021, while 
the maximum value of the indicator was recorded in 2020—132.1 rubles per 1 kg of 
standard fuel. The productivity of water resources, calculated as water resources 
taken from water bodies, also increased from 1.86 thousand rubles per 1 m2 in 2018 
to 2.10 in 2021 (the maximum value for the analyzed period); agricultural land—
from 20.1 thousand rubles per hectare in 2018 to 20.6 in 2021 (with a maximum 
value of the indicator in 2020—20.9 thousand rubles per hectare); forest resources—
from 4.7 thousand rubles per 1 m2 in 2018 to 5.7 in 2021 (maximum value for the 
analyzed period); aquatic organisms—from 112.1 thousand rubles per ton in 2018 
to 117.8 in 2021 in 2021 (maximum value for the analyzed period). It should be 
noted that the greatest increase in resource productivity was noted for forest 
resources—119.8% in 2021 relative to 2018 and water resources—113.1%. In the 
context of the analysis of industrial development, we analyze such an important 
macroeconomic indicator as the energy intensity of gross value added, which shows 
what volume of conventional fuel is used to obtain 10 thousand rubles of gross value 
added of the industrial sector. This indicator is inversely proportional, i.e. the lower 
the value of the energy intensity of GVA, the more efficiently the industry functions. 
Based on available official statistics, since 2012, the energy intensity of GVA has 
been steadily decreasing—from 130 kg of conventional fuel/10 thousand rubles to 
57 kg of conventional fuel/10 thousand rubles in 2022, the average rate of decline 
was 7.8% annually. This hypothesis is also confirmed by the obtained linear regres-
sion equation with a negative regression coefficient of “minus” 6.5 at a level of 
statistical significance of the model of P ≤ 0.05 and a determination coefficient of 
0.97 (Fig. 2).

In addition, the descriptive statistics of energy intensity of GVA showed that this 
indicator has a normal distribution during the analyzed time period, with a low value 
of the variation coefficient—23% and the absence of asymmetry and excess, which 
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Fig. 1  Visualization of the asymmetry of the IPP distribution series in 2022 relative to 2015
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Fig. 2  Dynamics of energy intensity of GVA, kg of conventional fuel/per 10 thousand rubles

allows us to say that the decrease in energy intensity of GVA in Russian industry is 
sustainable.

The indicator of the efficiency of industrial development, which is the energy 
intensity of gross value added, is associated with the indicator of the change in the 
share of technological and intellectual products in the formation of GVA. The share 
of technological and intellectual products in the formation of GVA increased from 
20% in 2011 to 23% in 2022, an increase of 15%. However, the maximum value of 
the indicator was recorded in 2020—25%, after which a downward trend emerged. 
In general, it should be said that the dynamics of the share of technological and 
intellectual products in the formation of GVA in Russian industry has a positive 
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trend, which is also confirmed by the linear regression equation with a positive 
regression coefficient of 0.3 at the level of statistical significance of the model 
P ≤ 0.05 and the determination coefficient of 0.69 (Fig. 3).

In addition, the descriptive statistics of the share of technological and intellectual 
products in the formation of GVA showed that this indicator has a normal distribu-
tion during the analyzed time period, with a low value of the variation coeffi-
cient—6.8% and insignificant asymmetry and excess (less than 1), which allows us 
to claim that the growth of the share of technological and intellectual products in the 
formation of GVA in Russian industry is sustainable.

Moreover, the calculation of the level of relationship between the two indicators 
showed a statistically significant correlation between them (Fig. 4).

The value of the correlation coefficient was minus 0.73 (P ≤ 0.05), therefore, 
with an increase in the share of technological and intellectual products in the forma-
tion of GVA, a decrease in the energy intensity of GVA is observed; at the same 
time, the converse statement is also true that with a decrease in the energy intensity 
of GVA, the share of technological and intellectual products in the formation of 
GVA increases. However, one can try to find an external economic nature in this 
identified relationship. The Kyoto Protocol and the UN Sustainable Development 
Goals, one way or another, form models of behavior and business strategies among 
economic activity participants aimed at reducing the negative impact on the envi-
ronment, which can be achieved not only by increasing the level of science-intensive 
production, but also through other intensive factors of production development.
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Fig. 4  The relationship between the energy intensity of GVA and the share of technological and 
intellectual products in the formation of GVA

5 � Conclusion

Thus, the Russian industrial sector is characterized by positive development trends, 
however, adjustments to its sustainable dynamics are made due to the influence of 
global trends of a geopolitical and macroeconomic nature. In general, it is necessary 
to point out the favorable outlook for trends in Russian industry, which is confirmed 
by the dynamics of official statistics and their statistical analysis, which generally 
indicates the achievement of sustainability of Russian industry.

Currently, industrial development trends are associated with the following geo-
political and macroeconomic factors: sanction pressure, volatility of stock exchange 
and currency rates, isolation, limited financial resources in matters of industrial 
lending, etc.

Among the main strategic priorities for the implementation of state industrial 
policy at present are: focus on the implementation of projects for the structural 
transformation of the economy, projects for technological sovereignty, development 
of programs and roadmaps for the development of domestic critical industries and 
cross-cutting technologies (unmanned vehicles, specialized mechanical engineer-
ing, biochemistry, electrochemical industry, etc.).

In this regard, the government of the Russian Federation has defined priority 
areas for projects of technological sovereignty and structural adaptation of the coun-
try’s economy.

The first group includes projects in 13 priority areas: aviation industry, automo-
bile manufacturing, railway engineering, medical industry, oil and gas, agricultural, 
specialized engineering, machine tool industry, shipbuilding, pharmaceuticals, 
chemical industry, electronics and energy.
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The projects for structural adaptation of the country’s economy include projects 
for the creation or modernization of infrastructure that allows for the reorientation 
of transport and logistics flows to friendly countries.

To summarize, let us highlight the following key points:

	1.	 In general, trends in Russian industry correspond to global trends and show an 
increase in industrial activity with the exception of some negative aspects (a 
decrease in the share of science-intensive and high-tech products in GDP in 
recent years, a slowdown in the growth rate of industrial production). However, 
among the factors that may restrain the growth of Russian industry in the future, 
it is necessary to highlight macroeconomic factors (sanctions, limited foreign 
investment, reduced demand, etc.) and internal factors (low level of innovation 
activity, underdeveloped sales markets, weak scientific and production base, low 
level of development of open innovation, etc.).

However, there has been a decrease in the share of high-tech products in GDP 
in recent years and a slowdown in the growth rate of the overall index of indus-
trial production (IIP) in 2022. These alarming signals may indirectly indicate 
possible recessions or adaptation periods that the Russian economy is going 
through during the period of adaptation to new macroeconomic realities and the 
implementation of projects for structural transformation of the economy, achiev-
ing technological sovereignty.

A stable relationship was revealed between the growth of the share of science-
intensive and high-tech products in GDP and a decrease in the energy intensity 
of the Russian economy.

	2.	 In general, the dynamics of industrial production in the Russian economy is 
characterized as stable and has a positive value, despite the recovery from the 
pandemic and the anti-Russian sanctions; differentiation in industrial production 
among subtypes of economic activity is increasing; the manufacturing sector is 
steadily securing its leading role in the industrial development of the economy; 
processes of growth in production efficiency are being activated based on the use 
of a comprehensive lean manufacturing methodology through the transforma-
tion of corporate thinking, changes in management methods, modification of 
production processes and value creation models. At the same time, it has to be 
noted that the strengthening in the future of such trends as a slowdown in the 
growth rate of industrial production or the share of the knowledge-intensive sec-
tor in the formation of GDP may contribute to more negative trends in the 
medium term—a recession in production and failure to achieve the goals of 
implementing the policy of technological sovereignty.

The practical significance of the study lies in the development of analytical 
tools for assessing development trends in relation to Russian industry, which can 
be used in the development and improvement of programs for the structural 
modernization of the Russian economy and the implementation of technological 
sovereignty projects.
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Abstract  The study explores the development of digital trade among BRICS coun-
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1 � Introduction

The rapid expansion of digital economy has significantly influenced global trade, 
particularly within developing markets. The BRICS nations—Brazil, Russia, India, 
China, and South Africa—collectively represent 41.93% of the world’s population 
and contribute 25.24% to global GDP, recent inclusion of Saudi Arabia, Egypt, the 
United Arab Emirates, Iran, and Ethiopia has further reinforced the group’s eco-
nomic strength [1]. The expansion of digital trade within BRICS nations plays a 
crucial role in fostering economic growth and strengthening their integration into 
the global economy. At present, BRICS countries collectively account for 10% of 
global services exports and 13% of global services imports, with China and India 
holding the largest shares of these transactions. However, trade in digital services of 
BRICS members remains relatively limited, representing just 9% of Brazil’s total 
services exports, 13% for Russia, 6% for India, 4% for China, and 12% for South 
Africa [2]. Given the rapid advancements in digital technologies and the increasing 
dominance of e-commerce, there is significant untapped potential for enhancing 
digital trade and investment among these countries [3, 4].

Digital trade in BRICS countries is rapidly developing, and while the e-commerce 
market within the bloc is projected to triple within 2025–2030, its current share in 
the GDP of individual countries (for instance, 0.92% in Brazil and 2.9% in India) 
remains relatively low. However, regulatory barriers continue to hinder progress in 
this sector. For example, Russia and India impose restrictions on logistics and pro-
fessional services, while China enforces limitations on audiovisual and courier ser-
vices. At the same time, strengthening intra-BRICS cooperation in digital trade is 
crucial for building economic resilience and mitigating reliance on external mar-
kets, especially amidst prevailing geopolitical tensions and economic volatility. 
Facilitating cross-border e-commerce, harmonizing regulatory standards, and 
ensuring technological compatibility can significantly enhance the collective eco-
nomic standing of BRICS nations in the global digital landscape.

The main problem studied is the need to stimulate the development of digital 
trade between BRICS countries and propose effective digital instrument to promote 
international economic relations.

The purpose of this study is to analyze current trends and identify barriers within 
digital trade among BRICS nations as well as substantiate the feasibility of a unified 
digital communication platform as an effective tool for intensifying intra-BRICS 
cooperation and enhancing competitive positioning within the global digital market.

2 � Literature Review

International digital trade is of vital importance for the global economy, as it helps 
strengthen economies, improves people’s living standards, expands markets and 
increases competition in business as well as stimulates economic growth and devel-
ops the digitalization around the world.
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In particular, it is important to distinguish between the concepts of e-commerce 
and digital trade. While closely related, they differ in scope and economic implica-
tions, as e-commerce focuses on online transactions of goods and services, digital 
trade encompasses a wider array of economic activities enabled by digital technolo-
gies, including data flows and digital services. Mentioned distinctions are crucial 
for formulating effective economic policies and regulations in the digital era. 
Initially, digital trade was narrowly defined as the online sale and purchase of goods 
and services. However, contemporary interpretations encompass a broader spec-
trum, including cross-border data flows, digital services, and the digitalization of 
trade processes. International organizations the World Trade Organization and the 
Organization for Economic Co-operation and Development have expanded the defi-
nition of digital trade to include transactions of goods and services conducted over 
computer networks through methods specifically designed for placing or receiving 
orders and services and data transmitted electronically across borders, such as soft-
ware, e-books, and online consultancy services. This comprehensive approach 
acknowledges the integral role of digital technologies in modern trade. The global 
COVID-19 crisis significantly accelerated the expansion of digital trade, compel-
ling both enterprises and consumers to increasingly utilize online platforms and 
e-commerce channels. Consequently, this rapid transition underscored critical pol-
icy considerations, including the enhancement of frameworks governing digital 
trade, data security, and regulatory alignment. Moreover, it highlighted the neces-
sity for strengthened international collaboration aimed at overcoming emerging 
issues like digital protectionism and the fragmentation of regulatory standards.

However, current debates on digital barriers and protectionism within BRICS 
countries highlight a complex interplay between efforts to achieve digital sover-
eignty and the challenges posed by such measures. In this way, Ciuriak and Ptashkina 
[5] analyze the impact of geopolitical dynamics on digital trade restrictions, particu-
larly highlighting scenarios within the BRICS group—most notably China and 
Russia—where concerns about national security have prompted stronger protec-
tionist measures in digital sector. Their analysis emphasizes the economic implica-
tions arising from digital trade barriers, warning of possible disruptions and 
fragmentation in international digital commerce. To address these challenges, the 
authors recommend policy approaches aimed to balance economic openness with 
security imperatives. In parallel, Azmeh et al. [2, 3] provide a detailed assessment 
of how industrial policies in Brazil, India, and China shape digital trade practices, 
revealing evidence that domestic support mechanisms for digital sectors can unin-
tentionally encourage protectionism. Their findings illustrate the way in which such 
policies create market entry barriers for foreign digital companies, potentially hin-
dering integration into global digital trade networks. Azmeh, Foster, and Echavarri 
propose specific policy adjustments elaborated to foster digital sector development 
without negatively affecting international trade cooperation. On the contrary, 
Kapoor and Dey [6] provide a country-specific examination of India’s recent shift 
towards more restrictive digital trade policies, particularly stringent data localiza-
tion regulations and increased scrutiny of international technology enterprises. The 
researchers critically evaluate the implications of these policies for India’s global 
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and intra-BRICS trade positions, advocating for balanced regulatory strategies that 
uphold both national security interests and economic openness [7]. Ultimately, the 
BRICS nations’ collective pursuit of digital sovereignty involves strategic initiatives 
aimed at reducing reliance on foreign technological infrastructure and reinforcing 
domestic digital autonomy. Although these strategies may bolster national security 
and nurture local industries, they also risk intensifying digital protectionism, poten-
tially constraining broader international digital trade flows. The fact BRICS devel-
ops data protection laws within the bloc reflects a trend towards stricter data 
governance, as while aiming to protect citizens’ privacy, they can also act as barriers 
to cross-border data flows. Enhanced cooperation among BRICS nations on data 
protection could harmonize standards, potentially mitigating some protectionist 
effects [8]. In this perspective, digital barriers and protectionism in the BRICS con-
text underscores the delicate balance between achieving digital sovereignty and 
avoiding protectionism that could hinder international digital trade [9].

3 � Materials and Methods

In line with the established purpose—to identify the key trends, barriers, and oppor-
tunities for enhancing digital trade cooperation among BRICS countries, and to 
substantiate the proposed International Digital Communication Platform model—
the study employed a combination of analytical, comparative, and empirical research 
methods, clearly targeted at assessing the specifics of digital trade interactions 
within the BRICS bloc of countries.

Initially, to ensure the robustness and accuracy of the analysis, statistical and 
factual materials were gathered from reputable international databases, including 
reports and datasets from the UNCTAD, OECD, IMF, World Bank, and interna-
tional analytical platforms such as Statista and Global Innovation Index. These 
sources provided comprehensive quantitative data that enabled a precise evaluation 
of each BRICS country’s current positioning, dynamics of digital trade growth, 
infrastructure development, and innovation capacities.

The comparative analysis approach formed the methodological basis of the 
research. The process involved systematically contrasting BRICS nations across 
several key indicators: share of digital trade within total trade, penetration and adop-
tion rates of e-commerce, levels of investment in digital infrastructure and R&D, as 
well as the regulatory frameworks shaping digital commerce environments. By 
using the comparative analysis, the authors created an essential basis for recogniz-
ing existing disparities, unique strengths, and potential collaborative opportunities 
within the BRICS digital trade context. Performed evaluation effectively supported 
the justification for developing Digital Communication Platform proposed to cover 
all the specific needs of BRICS economies in the field of digital trade. As supportive 
measure, content analysis of policy documents, national strategies, and regulatory 
standards related to digital commerce in each of BRICS countries was conducted. 
Results allowed for the identification of prevailing protectionist tendencies and 
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regulatory inconsistencies that could influence digital trade sphere. Simultaneously, 
it illuminated opportunities for aligning policy frameworks, vital for achieving 
seamless integration through the proposed Platform. Furthermore, theoretical 
insights drawn from contemporary literature on digital commerce, platform busi-
ness models, and innovation policy frameworks were systematically synthesized to 
underpin both the conceptual foundation and structural design of the proposed 
Platform. Theoretical synthesis served as a basis for designing of the Platform’s 
governance structure, operational processes, and expected outcomes for promoting 
enhanced digital trade cooperation among BRICS countries.

Finally, to ensure methodological consistency and reliability, the study adapted 
best practices from analogous research within integration blocs such as EAEU and 
EU, particularly in examining the effectiveness of digital platforms as tools for pro-
moting international economic cooperation. This comparative benchmarking with 
existing platforms in other integration contexts provided additional validation of the 
proposed organizational structure and operational logic of the BRICS International 
Digital Communication Platform.

Collectively, the systematic application of these targeted methods comparative 
statistical analysis, qualitative content analysis, theoretical synthesis, and compara-
tive benchmarking provided a comprehensive methodological foundation for sub-
stantiating the study’s recommendations, enhancing the accuracy and practical 
relevance of the research outcomes.

4 � Results

4.1 � Digital Instruments of the International 
Trade Development

In the context of the economy digital transformation, which involves “a radical 
change in the structure of the economy, the transfer of centers of added value cre-
ation to the sphere of digital processes, the use of digital resources and assets,” the 
development of international business occurs with the widespread use of disruptive 
innovational digital technologies, such as the Internet of Things, cloud computing, 
big data analysis, Artificial Intelligence, thereby forming a new paradigm for the 
development of the global digital economy.

Continuous innovations influence the intensification of digital transformation in 
industries, while the interaction of digital and real economies is becoming more and 
more extensive. Currently, a large number of digital instruments are used in interna-
tional business practice, those contributing to increasing the speed and efficiency of 
digital trade in different countries are summarized below.

The first instrument can be designated as the Website and Online Presence of the 
business in the digital sphere. As of 2024, the global internet hosts approximately 
1.12 billion websites. Notably, only about 17% of them, roughly 193.89 million are 
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actively maintained, leaving the remaining 83% inactive. This fact indicates a sub-
stantial portion of the web remains largely dormant [10].

The second instrument is defined as social media. Using social media platforms 
such as Telegram, YouTube, LinkedIn helps to attract and interact with customers 
from abroad. According to forecasts, in 2025, advertising costs in social networks 
will reach 207.10 billion USD, while 26.8% of Internet users aged from 16 to 
64 years old discover brands, products and services through advertising in social 
networks.

By 2027, 247.3 billion USD of social media advertising will be spent on mobile 
devices, about 81% of businesses will use social media to increase brand awareness, 
and 72.8% of internet users currently use social media for brand research. Mentioned 
facts indicate the growing importance of online presence and engaging with poten-
tial customers through social media.

The third instrument is e-commerce. It creates the possibility of online shopping 
and delivery of goods or services to international customers, and it is considered to 
be the fastest growing segment of online transactions. Based on data of total retail 
e-commerce revenue worldwide in 2023 (Fig.  1), Asia stands as the foremost 
e-commerce market globally, with online retail revenues reaching approximately 
1.7 trillion USD in 2023. This figure surpasses the Americas’ e-commerce revenue 
by about 800 million USD.  In contrast, regions such as Australia, Oceania, and 
Africa reported significantly lower e-commerce revenues, each is under 40 billion 
USD in 2023. Asia’s dominance in this sector is largely attributed to China, alone 
generating over 935 billion USD in e-commerce revenue during the same year. The 
e-commerce market in the Asian region is quite mature and will continue to grow. 
The market size is projected to grow at over 14% per year between 2023 and 2027.

The fourth instrument is data analytics. The key types of data analysis used in 
business decision making process count descriptive, diagnostic, predictive and pre-
scriptive types of analytics [13, 14].

The fifth and most transformative instrument of business development is the 
digital platform, representing a core element of the global digital agenda. Platforms 
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create a system of algorithmically driven, mutually beneficial relationships between 
a diverse and significant number of independent participants within a specific eco-
nomic sector or area of activity. These interactions occur within a unified informa-
tion environment, where platforms leverage advanced digital technologies to 
optimize data handling, reduce transaction costs, and reshape traditional labor divi-
sion systems.

Among the most notable strengths of digital platforms in international business 
is their communicative function. Platforms serve as dynamic hubs that facilitate 
seamless connections between various stakeholders, including buyers, sellers, ser-
vice providers, and regulators (governments), across multiple geographies. The 
ability of digital platforms to facilitate communication across national borders 
actively promotes the globalization of trade by overcoming barriers related to lan-
guage differences, cultural contexts, and operational practices. Specially designed 
connectivity fosters greater transparency and helps establish trust among interna-
tional trading partners from BRICS+ economies. Platforms significantly streamline 
cross-border commerce by directly linking buyers and sellers, trying to exclude the 
intermediaries, minimizing associated marketing costs, and lowering entry hurdles 
that previously restricted small and medium-sized enterprises. Additionally, created 
digital ecosystems gives the possibility to enter new international markets for enter-
prises efficiently, with usage of real-time consumer data. Basically new approach 
helps to optimize products and services as well as to address varying customer pref-
erences effectively, thereby stimulating both market growth and innovation. The 
communicative capabilities provided by digital trade platforms, obviously serve as 
a critical driver of sustainable global trade growth. While enhancing international 
connectivity, reducing operational inefficiencies, and fostering broader economic 
participation, platform models also introduce complex strategic and operational 
challenges, positioning their continued development as a core notion within con-
temporary digital transformation discourse.

4.2 � Current State of Digital Trade in BRICS Countries

The rapid expansion of global retail e-commerce underscores the increasing digita-
lization of international trade. As shown in the retail ecommerce sales worldwide 
graph, demonstrating period 2022–2028 projection, e-commerce sales are expected 
to grow from 5.1 trillion USD in 2022 to 8.1 trillion USD by 2028, with a steady rise 
in the share of e-commerce in total retail sales. Despite a gradual decline in annual 
growth rates from 9.7% in 2023 to 6.9% in 2028, digital commerce remains a domi-
nant force in global trade, driving structural shifts in consumer behavior, cross-
border transactions, and supply chain integration [14] (Fig. 2).

Within this context, BRICS countries represent a pivotal group of rapidly digitiz-
ing economies, whose potential to influence and benefit from global digital com-
merce expansion remains substantial yet unevenly realized [15, 16]. Analyzing their 
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current positions against this backdrop provides valuable insights into their future 
trajectories in international digital trade.

Considering the latest available estimates of digital trade as a share of total inter-
national trade for each BRICS+ format country, it is possible to make the following 
observations. The share of digital trade—broadly including high-technology goods 
and ICT services—in overall international trade remains relatively modest for 
Brazil and Russia, but is significant for India. According to the WIPO Global 
Innovation Index 2024, high-tech exports account for only about 2.1% of Brazil’s 
total trade, and ICT services exports about 1.2%, indicating digital trade makes up 
just ~3% of Brazil’s trade. The Russian Federation shows a similar low share: 
roughly 2.4% of its trade is high-tech exports and 1.2% is ICT services exports 
(approximately 3.6% combined). In contrast, India has a much larger digital trade 
footprint—4.2% of India’s trade comes from high-tech goods and an 11.9% share 
(the world’s highest) comes from ICT services exports. This means, nearly 16% of 
India’s total international trade is derived from digital sectors, far outpacing Brazil 
and Russia. Among BRICS+, China leads by a wide margin in digital trade. Over 
26% of China’s total trade consists of high-tech exports, occupying the first position 
in Global Innovation Index 2024 among the 34 uppermiddle-income group econo-
mies. However, China’s ICT services exports are relatively small (about 2.4% of 
trade), reflecting China’s strength in tech manufacturing rather than services. Thus, 
China’s digitally-delivered services trade reached 371 billion USD in 2022, account-
ing for 41.7% of China’s total services trade. In addition, China’s cross-border 
e-commerce (digitally ordered goods) totaled 295 billion USD in 2022. Combining 
these, digital trade represents roughly 10% of China’s total international trade 
(goods and services) in 2022. This share is rising as China’s digital trade grows 
faster than traditional trade [16, 17].
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In South Africa digital trade remains a small fraction of total trade. According to 
WIPO Global Innovation Index, ICT services exports were only about 0.7% of 
South Africa’s total trade. This low share reflects South Africa’s trade is still domi-
nated by commodities and non-digital services. For context, digitally deliverable 
services are 15% of Africa’s services exports on average, and digital goods make up 
just 13% of Africa’s imports. Thus, South Africa is among the continent’s largest 
digital importers, but the overall share is modest [18].

Saudi Arabia’s digital trade is very limited relative to its total trade. Estimates by 
the OECD, only about 4% of Saudi Arabia’s exports were in digital form (digitally 
delivered or ordered). This is unsurprising given oil’s dominance in country’s trade. 
While newer data are scarce, the share is still considered to be in the single digits. 
Saudi Arabia’s ICT goods exports, for example, were just 0.4% of total goods 
exports in 2021, indicating digital trade remains a tiny portion.

Egypt’s digital trade is growing but still forms a small share of overall trade. 
According to OECD data, ICT goods and services combined made up approxi-
mately 2.9% of Egypt’s total trade. On the services side, 15.7% of Egypt’s com-
mercial services trade is digitally deliverable (including IT, telecom, online 
services). In value terms, Egypt’s digital exports (including ICT services and online 
outsourcing) made 6.2 billion USD in 2023, a growing figure but relatively minor in 
comparison to Egypt’s total trade in goods and services [18, 19].

The United Arab Emirates has a sizable technological sector, but digital trade is 
not the majority of its trade. In 2022, 8.45% of the UAE’s goods exports were ICT 
products (and 12.2% of its goods imports made ICT goods). The UAE’s services 
trade includes digital services (IT and financial services including), but official 
breakdowns are not available. Overall, given the large volume of oil and traditional 
re-export trade, the share of digital trade is well below 20% of the UAE’s total inter-
national trade.

Iran’s international digital trade is negligible. Due to sanctions and an oil-heavy 
export profile, Iran’s digital exports are minimal. For instance, ICT services exports 
account for only about 0.2% of Iran’s total trade (30). Likewise, high-tech/ICT 
goods are practically nil (ICT goods were 0.2% of Iran’s goods exports in 2024. 
Iran’s trade is dominated by crude oil and traditional goods, so digital trade’s share 
remains extremely low (around a fraction of a percent) [20].

Ethiopia (a least-developed, mostly agrarian economy) has very low digital trade 
as well. Recent estimates show ICT services exports at roughly 1.2% of Ethiopia’s 
total trade (Global Innovation Index Ethiopia, 2023). Ethiopia’s goods exports are 
dominated by coffee and commodities, with minimal ICT or high-tech goods. Its 
digitally deliverable service exports (like online services) are nascent. In sum, 
Ethiopia’s digital trade share is on the order of 1% (in line with other least-developed 
countries, which collectively have under 0.5% of global digital services trade).

At the same time, the countries under review are seeing an increase in the num-
ber of Internet users, the introduction of digital technologies into business processes 
and everyday life [21]. The growing potential of the BRICS+ countries in the digital 
sphere is confirmed by quantitative assessments of digitalization development indi-
cators, including the number of Internet users, the percentage of Internet penetration 
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Table 1  BRICS+ internet penetration rates and user statistics by country

Countries
Internet users, million 
people, 2024

Internet penetration, 
2023 (%)

% of population using 
Internet, 2023

Brazil 165.3 84.15 77.1
Russian 
Federation

129.8 92.25 85.5

India 881.3 43.41 62.6
China 1.1 billion 77.47 77.3
South Africa 31.9 74.7 53.6
Saudi Arabia 34.8 100 96.9
Iran 78.1 81.72 88.8
Ethiopia 36.4 19.38 30.3
United Arab 
Emirates

8.9 100 95.2

Egypt 80.8 72.7 73.9

Source [12, 22]

of the country’s territory and the percentage of the population using the Internet 
(Table  1). For more effective cooperation in this area, the BRICS E-Commerce 
Cooperation Initiative was signed in 2017, and the BRICS E-Commerce Working 
Group was created to coordinate intergovernmental cooperation.

With the purpose to consider a comprehensive basis for evaluating the state of 
digital trade among BRICS+ nations the selected indicators, such as R&D expendi-
ture as a percentage of GDP, intellectual property payments as a share of total trade, 
the proportion of high-tech imports and exports in overall trade, and each country’s 
general position in the Global Innovation Index ranking, enable a detailed assess-
ment of the technological and economic environment that underpins digital trade 
development [21, 23]. Mentioned indicators offer a multifaceted perspective on the 
structural factors influencing the digital trade landscape, allowing for a comparative 
analysis that highlights disparities in innovation capacity, participation in high-tech 
value chains, and engagement with the global digital economy (Table 2).

A critical determinant of digital trade readiness is national investment in research 
and development, as it reflects a country’s commitment to fostering technological 
advancement and innovation. Countries that allocate a higher share of GDP to R&D 
typically exhibit greater digital trade intensity due to their ability to develop and 
commercialize cutting-edge technologies. Among BRICS members, China leads 
with 2.4% of GDP invested in R&D (ranking 14th globally), which correlates with 
its dominant position in high-tech exports (28% of total trade, ranking 5th). On the 
contrary, economies such as Brazil (investing 1.2% of GDP in R&D, ranking 43 in 
the index), Russia (1.1%, positioning 37th globally), and South Africa (0.7%, 53rd 
globally) dedicate considerably smaller shares of national resources to research and 
innovation. This modest investment level directly influences their limited involve-
ment in digital trade markets. The most pronounced gap appears in Ethiopia, allo-
cating just 0.3% of GDP to research and development (81st in global ranking), 
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Table 2  BRICS+ countries performance in Global Innovation Index 2023, selected indicators

Countries

Gross 
expenditure on 
R&D, % GDP 
(value/rank)

Intellectual 
property 
payments, % 
total trade (value/
rank)

High-tech 
imports, % 
total trade 
(value/rank)

High-tech 
exports, % 
total trade 
(value/rank)

General 
position in 
Global 
Innovation 
Index 2023

China 2.4 (14) 1.4 (24) 22.6 (6) 28.0 (5) 12
UAE 1.5 (26) 0.7 (58) 14.3 (17) 10.6 (16) 32
India 06 (54) 1.4 (25) 10.0 (37) 4.0 (41) 40
Saudi 
Arabia

0.5 (63) n/a 7.5 (74) 0.8 (76) 48

Brazil 1.2 (34) 1.8 (17) 13.5 (19) 2.1 (58) 49
Russia 1.1 (37) 1.7 (18) 8.6 (56) 2.3 (55) 51
South 
Africa

0.7 (53) 1.3 (27) 9.2 (49) 2.1 (59) 59

Iran 0.8 (46) 0.2 (89) 5.1 (114) 0.2 (109) 62
Egypt 1.0 (42) 0.5 (73) 7.4 (75) 0.7 (81) 86
Ethiopia 0.3 (81) 0.0 (111) 9.8 (40) 0.2 (112) 125

Source: [21]

which severely restricts its capacity to develop the innovation-driven sectors neces-
sary for successful participation in the digital economy.

Intellectual property payments as a proportion of total trade also serve as an 
essential measure for evaluating how actively countries are engaged in global 
innovation-driven economic interactions. Nations exhibiting elevated intellectual 
property transaction volumes typically have stronger connections to international 
innovation ecosystems, either by developing or acquiring technologies and digitally 
intensive services. Notably, Russia (1.7%) and Brazil (1.8%) display relatively high 
engagement in intellectual property exchanges, suggesting substantial involvement 
in digital innovation sectors. However, these figures do not directly correspond to 
their overall strength in digital trade. China and India, each at 1.4%, reflect moder-
ate engagement, which aligns with their strategic focus on digital innovation and 
high-tech exports. Conversely, Iran (0.2%) and Ethiopia (0.0%) show minimal intel-
lectual property activity, indicative of their limited roles in the global digital 
economy.

Furthermore, the competitiveness in digital trade heavily depends on the propor-
tion of high-tech products in a country’s overall trade structure, reflecting their 
degree of integration into global technological value chains. Among BRICS coun-
tries, China holds a clear leadership position, with high-tech exports making up 
28% of total trade (fifth worldwide) and high-tech imports constituting 22.6% 
(ranked sixth globally), underscoring its pivotal role in international supply chains. 
India and the UAE, despite occupying lower ranks, still maintain significant shares 
of high-tech exports, accounting for 10.0% and 10.6% respectively. In comparison, 
South Africa (2.3%), Russia (3.5%), and Brazil (3.8%) present substantially lower 
proportions, highlighting their ongoing dependence on traditional economic sectors 
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rather than digitally advanced industries. Ethiopia has notably marginal participa-
tion, with high-tech exports comprising merely 0.2% of its total trade (ranked 112th 
globally), clearly illustrates structural impediments preventing effective integration 
into digital commerce networks.

Generally, the Global Innovation Index rankings provide an integrated view of a 
country’s broader innovation environment and its readiness for digital trade expan-
sion. Within this context, China (ranked 12th) and the United Arab Emirates (ranked 
32nd) stand out prominently, benefiting from highly advanced technological infra-
structure, effective digital governance frameworks, and robust engagement in global 
innovation networks. India (40th) follows with a strong emphasis on ICT services 
exports (11.9% of total trade, the highest globally), compensating for its lower 
engagement in high-tech goods production. Meanwhile, Russia (51st) and Brazil 
(49th) exhibit moderate innovation performance, yet their digital trade indicators 
remain below those of leading economies. At the lower end of the spectrum, South 
Africa (59th), Iran (62nd), Egypt (86th), and Ethiopia (125th) are characterized by 
weak innovation ecosystems, posing substantial challenges to their ability to expand 
digital trade capabilities [23, 24].

The development of international digital trade in the founding countries of the 
BRICS bloc is based on several key factors. The first factor is the rapid growth of 
digital infrastructure in the group’s countries, including expanding broadband and 
mobile phone coverage laying the foundation for digital trade. An example is the 
Digital Silk Road Project being the part of the Belt and Road Initiative, designed 
with the purpose to intensify digital cooperation both within and outside the integra-
tion group. The project has made significant investments in the construction of tele-
communications networks, including submarine cable systems and satellite 
networks, helping to improve connectivity between countries. The project supports 
cooperation in the research and development of new technologies, including artifi-
cial intelligence, big data and cloud computing, with the Digital Silk Road placing 
particular emphasis on cybersecurity and data protection. The Digital Silk Road is 
an example of a large-scale project aimed at improving digital infrastructure and 
facilitating digital trade, particularly relevant for the BRICS+ countries seeking to 
strengthen their position in the global economy [13, 25].

The second factor is the growing middle class population in all BRICS countries 
and its high level of digital literacy, contributing to the increased demand for online 
commerce and digital services.

The third factor contributing to the development of BRICS nations digital trade 
is the active governmental support of the digital economy development by means of 
various initiatives and programs aimed at stimulating innovation and investment in 
digitalization (Table 3).

The above factors of international digital trade form the key directions of its 
development in the BRICS+ countries, namely:

•	 increase in domestic and international demand, explained by the generated by 
developing BRICS economies needs both domestically and internationally;
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Table 3  Priority areas of the state support for the development of international digital trade in the 
core BRICS countries

BRICS country/
priority area of 
state support Example of the project

India/Development 
of digital payment 
systems

India’s Unified Payments Interface (UPI) has not only facilitated seamless 
peer-to-peer and merchant transactions but has also expanded 
internationally through partnerships with Singapore’s PayNow, UAE’s 
Mashreq Bank, and France’s Lyra Network, allowing Indian consumers 
and businesses to conduct cross-border digital transactions efficiently. 
Additionally, the Reserve Bank of India’s initiative on the Central Bank 
Digital Currency aims to integrate digital rupee transactions into domestic 
and international trade, enhancing transparency and reducing transaction 
costs

China/Expanding 
Global 
E-Commerce

Government support for internet giant Alibaba actively expanding its 
presence in the international market. Alibaba platforms such as AliExpress 
allow small and medium-sized enterprises from China to sell their goods 
around the world, contributing to the globalization of Chinese digital trade. 
China’s Cross-Border E-Commerce Pilot Zones, established in over 100 
cities, are creating a framework for international digital trade by offering 
tax incentives, streamlined customs procedures, and blockchain-based 
trade documentation to facilitate global B2B and B2C e-commerce 
transactions. The Digital Silk Road Initiative, a component of the Belt and 
Road Initiative, integrates AI-driven logistics and digital trade agreements, 
strengthening China’s role as a leader in global digital commerce

Brazil/
Development of 
e-commerce

Brazil has launched the Programa Nacional de Exportação via 
E-commerce, which supports micro, small, and medium-sized enterprises 
in international e-commerce by providing logistical solutions, training, and 
digital tools for global trade integration. Additionally, the Mercado Libre 
Cross-Border Trade Program, backed by government incentives, facilitates 
exports from Brazil to Latin America, integrating AI-driven analytics for 
pricing and demand forecasting to enhance the efficiency of digital trade

Russia/Integration 
of digital 
technologies into 
traditional 
industries

Russian companies, with government support, such as Yandex and 
Sberbank, are introducing digital technologies into traditional sectors of 
the economy, such as financial services, retail and logistics. The Russian 
government is actively developing cross-border blockchain trade solutions, 
such as the Masterchain system, which facilitates secure digital 
transactions across Eurasian markets. Additionally, the National Program 
for Digital Economy, through AI-driven trade facilitation platforms and the 
implementation of MIR payment systems for international transactions, 
seeks to reduce dependency on Western financial infrastructures and 
integrate Russia more deeply into BRICS and Eurasian digital trade 
ecosystems

(continued)
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•	 increase in investment in innovative and technological development, with an 
emphasis on research and development in the field of digital technologies, con-
tributing to the creation of new instruments and platforms for digital trade;

•	 expansion of international cooperation within the BRICS founding group with 
its new members the UAE, Saudi Arabia, Ethiopia, Egypt and Iran.

These development areas provide potential for further growth of international digi-
tal trade in BRICS countries, bringing significant economic benefits both to the 
countries themselves and to their international partners.

5 � Development of Digital Trade in BRICS Countries Based 
on the Platform Model

With the rapid development of the digital economy, where borders are erased and 
opportunities for international transactions are becoming increasingly accessible, 
the creation of the International Digital Platform for intensifying trade and develop-
ing cooperation ties between the states of the BRICS integration union plays a key 
role in overcoming restrictions that may hinder digital trade.

Parker [16] defines a platform as “…a business based on creating opportunities 
for value-based interactions between external producers and consumers. The plat-
form provides an open, participatory infrastructure for described interactions and 
sets conditions of governance for them”.

Since digitalization has a great influence on the development of socio-economic 
systems, there is a need for innovative approaches to international cooperation and 
cross-border trade. Digital trade being an important area for the development of 
international relations, demands special attention. In this connection, the creation of 
the International Digital Communication Platform for the BRICS+ countries (IDCP 

Table 3  (continued)

BRICS country/
priority area of 
state support Example of the project

South Africa/
Strengthening 
Infrastructure for 
E-Commerce

Government programs to develop mobile internet and digital payment 
solutions in South Africa through platforms such as PayFast are driving 
growth in online commerce, particularly in the small and medium 
enterprises sectors. The South African Digital Economy Master Plan, 
launched in collaboration with the private sector, prioritizes the 
development of blockchain-enabled smart contracts and digital 
identification systems to facilitate seamless and secure cross-border 
e-commerce. Furthermore, initiatives such as the African Continental Free 
Trade Area eTrade Strategy, which South Africa is actively shaping, focus 
on interoperable payment gateways and harmonized digital regulations to 
increase trade connectivity with the BRICS bloc
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BRICS) can become a decisive step in deepening and expanding trade ties between 
business entities and government bodies of BRICS countries.

The digital platform is aimed to serve as a universal instrument for strengthening 
trade relations, facilitating communication and coordination between businesses 
and governments of BRICS countries [13].

The function of the BRICS IDCP is to ensure the following conditions for the 
development of international digital trade [25, 26]:

•	 Global accessibility, helping to enable individuals from all BRICS countries to 
develop digital trade regardless of their geographic location, which will expand 
their opportunities in the international market;

•	 Effective communication by providing the necessary functionality for exchang-
ing messages, video conferencing and forums, allowing participants to promptly 
resolve issues, discuss the terms of transactions and develop partnerships;

•	 Simplification of transactions by integrating mechanisms for secure payment, 
orders processing, logistics and dispute resolution, making the trading process 
more transparent and convenient;

•	 Integration with various markets, since the BRICS IDCP provides an opportunity 
to unite various regional markets of BRICS countries, thereby facilitating the 
exchange of experience and expanding the range of goods and services;

•	 Increasing cybersecurity by creating and continuous monitoring a participant 
verification system, ratings and reviews, ensuring the safety of transactions orga-
nized on the platform.

It is proposed, the platform is to be financed by business structures selling their 
products and services within the framework of the BRICS IDCP, as well as by gov-
ernment funds allocated to support the development of domestic small and medium-
sized businesses, membership fees and payments for the use of intellectual property. 
Such broad approach will balance the interests of all participants and ensure the 
stability of the platform.

The development of the platform requires active participation of governments 
and involved business structures, as well as civil society, which is supposed to be the 
main beneficiary [19]. Sharing responsibilities between actors is aimed to facilitate 
the interests of all parties and create an effective instrument for the development of 
digital trade between the BRICS+ countries. The proposed Organizational Structure 
of the BRICS IDCP is presented in Fig. 3.

The key factor driving the growth of digital platform is the so-called “network 
effects”, meaning the benefits that platform users receive from additional users join-
ing. Thus, in addition to direct network effects, platform also has indirect (pass-
through) network effects, where the expansion of the one part of the platform 
increases the added value for another connected part. The presence of network 
effects is an incentive for platform to grow rapidly, as additional users joining makes 
the platform more attractive for the new participants.

Network effects can also generate “lock-in effects”. Participants are more likely 
to remain on the platform rather than switch to competing platforms.
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Fig. 3  Organizational structure of the International Digital Communication Platform for BRICS 
countries

The structural divisions of the platform operate in close interaction, ensuring the 
execution of deals, exchange of information, and satisfaction of requirements in the 
field of sale of goods and services, which contributes to the achievement of facilitat-
ing the development of cross-border digital trade goal.

It is assumed that business, in addition to trading on the digital platform, will also 
generate demand for innovative products, thereby stimulating the development of 
advanced products and innovative technologies that meet the current needs of cus-
tomers and society as a whole. Ultimately, the international digital platform will 
stimulate digital trade, growth of exports and imports of goods and services pro-
duced by businesses, and, as a result, will contribute to the expansion of interna-
tional cooperation within the BRICS integration union.

The proposed organizational structure of the BRICS IDCP is strategically 
designed to address several critical shortcomings identified in existing cross-border 
digital trade arrangements among BRICS countries. First, the distinct integration of 
business entities, government bodies, regulatory institutions, and civil society 
within a single coordinated framework addresses the systemic fragmentation cur-
rently observed in cross-border interactions. Such a unified organizational model 
significantly improves transparency, accountability, and operational efficiency 
through the clear allocation of roles and responsibilities and the establishment of 
well-defined communication processes among involved parties. Moreover, the 
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proposed organizational design explicitly integrates features including robust par-
ticipant authentication, secured transactional procedures, and clearly defined feed-
back mechanisms, thereby strengthening mutual trust and effectively reducing 
tendencies toward digital protectionism. Additionally, the structure of the platform 
is strategically developed to be flexible and scalable, ensuring it can adapt seam-
lessly to emerging trends in digital commerce. The built-in capacity for ongoing 
harmonization of regulatory frameworks and technological standards among par-
ticipating countries further supports long-term collaborative stability and ensures 
sustained economic advantages for the entire integration bloc.

6 � Conclusion

The findings of this study indicate that, despite significant global growth in digital 
commerce, digital trade among BRICS countries remains unevenly developed. This 
imbalance is primarily caused by technological disparities, fragmented digital infra-
structure, and considerable regulatory differences among member states. Although 
BRICS economies have substantial economic capabilities, differences in innovation 
capacities and varying involvement in high-tech trade highlight structural issues 
that hinder deeper integration and more effective digital collaboration. To address 
these challenges, an International Digital Communication Platform is proposed as a 
strategic mechanism explicitly intended to coordinate and unify digital trade initia-
tives across BRICS countries.

Its implementation is expected to enhance transparency, interoperability, and 
cross-border transaction security, directly addressing existing obstacles and 
strengthening economic cooperation within the group. By involving governmental 
institutions, regulatory bodies, and private-sector stakeholders within a unified sys-
tem, alignment of digital trade policies can be achieved, promoting joint investment 
in digital infrastructure and facilitating innovation exchanges across borders. 
Effective platform operationalization requires targeted policies, including regula-
tory harmonization, streamlined customs and logistics procedures, increased invest-
ment in digital technologies, and continuous enhancement of cybersecurity 
standards. Successful realization of these measures would significantly accelerate 
the integration of BRICS nations into the global digital economy, improving their 
collective competitiveness and economic resilience.

Future research directions suggested by the findings of this study include an 
empirical assessment of the economic impact of the IDCP BRICS platform on intra-
bloc trade flows and developing quantifiable indicators to systematically measure 
the progress and effectiveness of digital trade initiatives within the BRICS integra-
tion grouping.
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Abstract  The article analyzes the scientific and technological development of the 
EAEU countries in the context of digitalization as a key factor in the development 
of industrial potential. It emphasizes the importance of integrating innovative 
resources, harmonizing legal and organizational frameworks, and implementing 
digital technological platforms to enhance the efficiency of interaction within inte-
gration associations in the field of scientific and technological cooperation. In this 
regard, the purpose of the study is to draft proposals for improving the effectiveness 
of international scientific and technological cooperation by creating a digital tech-
nological platform that facilitates the development of international innovative proj-
ects, technology transfer and promotion, as well as ensuring the legal protection of 
intellectual property. Key issues hindering the development of high-tech exports 
and coordination of scientific and industrial activities have been identified, includ-
ing differences in the legislative framework and limited resources of the member 
states. A structure for the Eurasian Digital Technological Platform is proposed, 
aimed at ensuring the innovation process at all stages, from idea generation to com-
mercialization. The study employs theoretical synthesis and content analysis to 
identify the principles of integration among countries based on scientific and tech-
nological cooperation. Data on the development of scientific and technological 
cooperation among the EAEU members, collected from open official sources, were 
preliminarily normalized and processed, with average growth rates calculated based 
on them. A comparative analysis of the organizational structure of technological 
platforms and the interaction parameters of their participants was conducted, allow-
ing for the identification of organizational structure elements and the justification of 
using digital technologies to improve communication efficiency. To develop criteria 
for evaluating platform effectiveness, a system analysis of interaction indicators 
among participants was performed. The research results highlight the necessity of 
promoting international scientific and technological cooperation, contributing to the 
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growth of the EAEU’s international industrial competitiveness, which will enable 
the member states to achieve technological sovereignty.

Keywords  Technological cooperation · The Eurasian Economic Union · Digital 
technological platform · Innovation development

1 � Introduction

Under the conditions of intensifying international competition and deepening inte-
gration processes, countries face the need to enhance international scientific and 
technological cooperation (ISTC), which serves as a catalyst for sustainable indus-
trial growth both at the national and regional levels. In this context, ISTC is of par-
ticular significance for the Eurasian Economic Union (EAEU), as it aims to develop 
innovative technologies and facilitate knowledge exchange in addressing complex 
technological challenges. This process is driven by the adoption of digital technolo-
gies that accelerate collaboration and the integration of intellectual property results 
into economic circulation. The use of integrated information systems within the 
EAEU is reinforced by the decision of the Eurasian Intergovernmental Council on 
the “Main Directions of Industrial Cooperation within the Eurasian Economic 
Union until 2030,” which is aimed at accelerating industrial and technological coop-
eration [1].

It is important to note that the EAEU has adopted a digital agenda designed to 
harmonize the regulation of the digital economy while taking into account the 
national interests, economic and technological specificities of the member states, as 
well as their international obligations until 2025 [2]. Nevertheless, despite efforts to 
create a favorable environment for scientific and technological cooperation within 
the union, experts highlight its relatively low level of development [3]. The key 
reasons identified include the underdeveloped national innovation systems and 
innovation climate, the absence or weak state of scientific and technological coop-
eration between member states [4], persistent formal and informal barriers, a ten-
dency to prioritize “traditional national partners,” and foreign competition [5].

Political and economic instability, resulting from sanctions and strained interna-
tional relations, also negatively impacts the development of the EAEU member 
states and complicates the achievement of long-term goals in the field of scientific 
and technological cooperation. In this regard, one of the key approaches to over-
coming the current challenges is the advancement of innovation and digitalization. 
This process can be facilitated by the creation of a unified digital technological 
platform, which will integrate the resources of the EAEU countries necessary for 
the implementation of joint innovation projects. Such a platform will enhance inter-
actions among all participants in the innovation process by fostering knowledge 
exchange, technology transfer, and experience sharing, ultimately contributing to 
the formation of a unified digital space.
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The objective of this study is to develop proposals for improving the effective-
ness of international scientific and technological cooperation through the establish-
ment of a digital technological platform. This platform will support the development 
of international innovation projects, facilitate technology transfer and promotion, 
and ensure the legal protection of intellectual property outcomes.

2 � Literature Review

In the context of strengthening global scientific and industrial ties and the formation 
of international innovation systems, one of the key factors driving their develop-
ment is ISTC, for which various definitions exist. For instance, Jung [6, p. 235] 
defines ISTC as the share of articles co-authored with at least one foreign author 
from any country. According to Wagner [7], p. 11, ISTC occurs when a researcher 
or a group of researchers of the same nationality reside in different countries but 
collaborate on a joint project. Zadvumkin and Terebova [8] define ISTC as the joint 
development of scientific and technical problems, mutual exchange of scientific 
achievements, industrial expertise, and the training of qualified personnel. This defi-
nition largely aligns with the one presented in the Concept of International Scientific 
and Technological Cooperation of the Russian Federation, which also states that the 
ISTC system covers the entire innovation cycle—from fundamental research to the 
commercialization of high-tech products. Its key participants include organizations 
and teams engaged in scientific research and development, state corporations, devel-
opment institutions, funds supporting scientific, technological, and innovation 
activities, high-tech companies, and executive authorities [9, p. 3].

Among the factors determining the success of ISTC, scholars highlight the pres-
ence of a regional leader, collaboration with advanced partners outside the integra-
tion bloc [10], the reduction of time lags between decision-making and 
implementation [11], and the full utilization of the territorial potential of member 
states [5]. According to Shugurova and Shugurov [12], the primary barriers to sci-
entific and technological cooperation within the EAEU include the slow process of 
legislative harmonization among member states and the absence of a unified strate-
gic document detailing the directions of collaboration.

Regarding scientific and technological cooperation within other regional associ-
ations, researchers consider the European Union (EU) to be the most successful 
example [13, 14], as it possesses the necessary capital, technologies, and human 
resources that collectively form a high potential for the integration bloc.

In examining the impact of digital transformations on the scientific, technologi-
cal, and innovation cooperation of the EAEU member states, Shugurov [15] identi-
fies digital platforms as a key tool in this process, as they facilitate the creation of a 
unified digital scientific and technological space within the union. Dyatlov [16] 
highlights the main priorities in this area, including the development of a strategy 
for the digital economy of the member states, the formation of a digital space, and 
the establishment of a digital platform architecture to ensure the effective 
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functioning of the union’s integration management structures and institutions. 
Popova [17] recommends enhancing coordination between national and suprana-
tional levels by synchronizing digital economy strategies and fostering cooperation 
with international organizations to effectively advance the EAEU’s digital agenda.

3 � Methods and Data

In the course of reviewing contemporary scientific literature, theoretical synthesis 
was employed to integrate disparate opinions into a coherent whole, establishing 
that successful ISTC is determined not only by the exchange of knowledge and 
technologies but also by the presence of well-structured organizational instruments. 
The use of content analysis facilitated the systematization of key concepts and the 
identification of common principles underlying successful integration of countries 
based on scientific and technological cooperation. Foreign experience, where tech-
nological platforms contribute to the effective mobilization of resources, enabled 
the adaptation of these principles to the specific context of the EAEU countries.

To analyze the scientific and technological development of the EAEU countries, 
key indicators were selected in the study, including the Global Innovation Index, 
which reflects overall innovation activity; the number of research personnel, serving 
as a measure of human capital in R&D; and the volume of high-tech exports, dem-
onstrating the ability of national economies to integrate advanced technologies into 
production. Additionally, domestic R&D expenditures, costs of technological inno-
vations, and patent activity indicators were analyzed, allowing for the identification 
of challenges in innovation cooperation among countries.

Data foe analysis were collected from open official sources such as the World 
Intellectual Property Organization, the World Bank, the RF Federal State Statistics 
Service (Rosstat), the Higher School of Economics, and the EAEU member states. 
To ensure comparability, the data underwent preliminary processing, which included 
currency value adjustments using inflation coefficients and conversion into compa-
rable measurement units. In the next stage, average growth rates were calculated for 
each indicator, enabling the determination of not only absolute changes but also 
relative dynamics over the study period. Calculating relative changes facilitated the 
identification of percentage variations between the initial and final points of the time 
interval, while data grouping by country provided an opportunity for a detailed 
comparison of trends within the union.

Drawing on the results of the conducted analysis, insufficient resource integra-
tion and existing challenges in scientific and technological cooperation among the 
EAEU countries necessitated the development of a unified digital technological 
platform as a tool for bringing together participants in the innovation process. To 
establish the structural components of the platform, a comparative analysis of the 
organizational structure of technological platforms was conducted, identifying key 
functional blocks and highlighting the importance of centralized strategic 
management.
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Based on a systematic analysis of platform participant interactions, evaluation 
criteria were developed, including R&D performance, the quality of institutional 
and infrastructure environments, human capital development, the implementa-
tion of innovative developments, and the assessment of the network effect. These 
criteria ensure the objectivity and relevance of evaluating network interactions, 
tailored to the specifics of scientific and technological cooperation within 
the EAEU.

4 � Results

4.1 � Analysis of the Scientific and Technological Development 
of the EAEU Countries

Forming conditions for the implementation of scientific and technological coopera-
tion among the EAEU countries requires a regular assessment of the effectiveness 
of the measures taken. One of the tools for such an assessment is the Global 
Innovation Index (GII), which allows tracking the dynamics of innovation develop-
ment in countries and their integration into international scientific and technological 
processes. It provides a comprehensive picture of innovation, covering data related 
to the political situation, education system, infrastructure, and knowledge creation 
in each country. An analysis of the data presented in Table 1 shows that over the 
studied period, all the EAEU member states experienced a decline in their GII rank-
ings. However, the Russian Federation continues to hold the leading position among 
the member states. The decline in rankings for Russia, Kazakhstan, and Belarus is 
associated with an almost twofold decrease in indicators reflecting the state of gov-
ernment institutions. At the same time, Armenia and Kyrgyzstan experienced a 
similar deterioration in market conditions. Nevertheless, despite these challenges, 
the EAEU countries have recorded growth in innovation performance indicators. 
Moreover, all the member states remain within the top 100 of the ranking, indicating 
significant potential for the development of scientific and technological coopera-
tion, as well as the creation of prerequisites for improving their positions and 
strengthening the union’s competitive advantages in the field of innovation 
development.

Table 1  Global innovation index of the EAEU countries

Country 2019 2020 2021 2022 2023 Average ranking Relative change (%)

Russia 46 47 45 47 51 47.0 −2.61
Belarus 72 64 62 77 80 71.0 −2.67
Armenia 64 61 69 80 72 69.2 −2.99
Kazakhstan 79 77 79 83 81 79.8 −0.63
Kyrgyzstan 90 94 98 94 106 96.4 −4.18

Source: [18]
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Table 2  Number of personnel engaged in research and development in the EAEU, persons

Country 2019 2020 2021 2022 2023 Relative change (%)

EAEU 740,966 736,614 719,287 726,683 732,201 −0.30
Armenia 4539 4499 4889 4864 4853 1.69
Belarus 27,735 25,622 25,644 25,233 26,738 −0.91
Kazakhstan 21,843 22,665 21,617 22,456 25,473 3.92
Kyrgyzstan 4385 4495 4435 4260 4523 0.78
Russia 682,464 679,333 662,702 669,870 670,614 −0.44

Source: [19]

Next, we analyze the indicators characterizing the scientific and technological 
development of the EAEU countries for the period from 2019 to 2023. We begin 
with examining the data on the number of personnel engaged in research and devel-
opment (Table 2), which indicate a negative growth rate for this indicator both for 
the union as a whole and individually in Belarus and Russia. This trend reflects a 
decline in the attractiveness of the research and development sector, as well as a 
reduction in the innovation activity of business structures in these countries. 
Particular attention should be paid to the fact that, on average, about 90% of all 
personnel engaged in research and development within the EAEU are concentrated 
in Russia. This underscores its key role in the scientific and technological develop-
ment of the union and highlights the need for increased efforts from other mem-
ber states.

The export of high-tech products generates impulses for national economic 
development, and the importance of increasing such exports by the EAEU countries 
is determined by the following reasons:

•	 The production of high-tech products is carried out using advanced knowledge 
and technologies, which serve as the main source of their added value;

•	 High-tech exports provide the highest revenue for a country compared to the 
export of medium- and low-tech goods;

•	 The volume of exports of knowledge-intensive, technologically complex goods 
and services creates new comparative advantages and reshapes a country’s posi-
tion in the international division of labor.

The data presented in Table 3 indicate that Belarus and Russia demonstrate the low-
est high-tech export volumes. This is due to the integration policy of the Union State 
of these countries, the expansion of anti-Russian sanctions, and the insufficient uti-
lization of ISTC opportunities within the EAEU. At the same time, it is worth not-
ing the significant growth of this indicator in Armenia and Kazakhstan in 2022, 
which was driven by the adoption of a parallel import policy following the imposi-
tion of sanctions against Russia.

It is important to emphasize that, according to the SITC Rev.4 methodology used 
by the World Bank, high-tech products include the following categories: aerospace 
industry, computers and office equipment, electronics and telecommunications, 
pharmaceuticals, scientific instruments, electrical engineering, chemistry, non-
electrical machinery, and armaments. At the same time, in the national statistical 
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Table 3  Export of high technologies by the EAEU Countries, % of industrial product exports

Country 2019 2020 2021 2022 2023 Relative change (%)

Armenia 9.8 7.1 6.0 22.0 21.0 20.99
Belarus 9.9 9.9 12.5 11.7 15.3 11.50
Kazakhstan 21.79 24.22 22.93 29.55 37.71 14.70
Kyrgyzstan 6.7 8.7 16.3 10.5 19.0 29.77
Russia 5.3 5.7 5.0 5.1 6.0 3.15

Source: [20–24]

Table 4  Domestic expenditures on research and development in the EAEU countries, million USDa

Country 2019 2020 2021 2022 2023 Relative change (%)

EAEU 20,771.3 19,113.2 19,747.3 21,947.2 20,333.0 −0.53
Armenia 27.8 29.8 30.8 38.4 42.7 11.33
Belarus 426.1 370.9 346.0 351.1 416.7 −0.56
Kazakhstan 246.1 243.8 277.1 264.0 378.2 11.34
Kyrgyzstan 9.1 7.8 7.1 8.4 8.2 −2.57
Russia 20,062.0 18,460.9 19,086.1 21,285.4 19,487.2 −0.72

Source: [19]
a Data adjusted to 2023

agencies of the EAEU countries, high-tech exports may include any products con-
sidered innovative for the national market, regardless of their industry classification. 
These methodological differences affect data comparability and must be taken into 
account in the analysis.

In addition to the volume of high-tech product exports, a key factor in the devel-
opment of the national economy and the enhancement of the competitiveness of the 
EAEU countries is the level of domestic expenditures on research and development. 
This indicator allows for the assessment of investment activity in knowledge-
intensive sectors and their impact on innovation development. According to data 
from Table 4, the absolute value of this indicator for Russia exceeds 90% of the total 
expenditures of the EAEU countries. This is explained by Russia’s withdrawal from 
several major international innovation projects involving EU countries, the USA, 
and Japan due to the imposition of anti-Russian sanctions following the start of the 
Special Military Operation. As a result, financial flows have been redistributed in 
favor of national projects implemented within the framework of national develop-
ment goals. It should also be noted that in the structure of research and development 
expenditures in Russia, the public sector dominates, accounting for an average of 
70% of funding. Government support for innovation activities is primarily provided 
in the form of subsidies and grants allocated from federal and regional budgets. At 
the same time, enterprises do not receive funding directly but through government 
structures responsible for implementing the relevant policies. Many programs sup-
porting enterprise development are financed from multiple sources, with the majority 
of funding coming from budgetary resources, emphasizing the significant role of the 
state in stimulating innovation activity and scientific and technological development.
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The next indicator worth attention and forming the basis for the innovation 
development and modernization of the EAEU economy is expenditures on techno-
logical innovations. The data presented in Table 5 indicate an average growth rate of 
9.26% across the union. However, Kyrgyzstan and Belarus exhibit a sharply nega-
tive trend, which may slow down structural transformations in their economies. The 
primary goal of these transformations is to enhance the role of industries generating 
innovations (biotechnology and genetic engineering, robotics and automation, the 
Internet of Things, renewable energy sources, artificial intelligence, machine learn-
ing, etc.). The decline in investments in technological innovations in certain coun-
tries of the EAEU may limit their ability to integrate into global technological value 
chains and reduce their competitiveness on the international stage. This underscores 
the need to intensify efforts to support innovative industries and stimulate invest-
ments in knowledge-intensive technologies.

One of the key metrics reflecting technical and technological achievements in the 
economy is patent activity (Table 6). This indicator helps identify bottlenecks that 
hinder the effective utilization of intellectual property results and serves as a basis 
for planning new research, developments, production modernization, and entry into 
new markets. Over the studied period, this indicator demonstrated a negative trend 
in all the EAEU countries. This decline is attributed to the underdeveloped organi-
zational and economic mechanism for interaction in the innovation sector, as well 
as the reduction in international projects due to sanctions policies. These circum-
stances highlight the need to establish a common legal framework that will enhance 
the effectiveness of international scientific and technological cooperation. The cre-
ation of unified legal and institutional conditions for the protection and commercial-
ization of intellectual property could be a crucial step in stimulating innovation 
activity and strengthening the competitive positions of the EAEU countries on the 
global level. It is important to emphasize that in the EAEU member states, particu-
larly Russia and Belarus, despite a high level of technological progress in develop-
ing modern technologies, the latest inventions are infrequently applied. Member 
countries primarily rely on innovations imported from third countries, while domes-
tic developments lack sufficient demand within the national economy. In most 
cases, innovation efforts halt at the stage of industrial prototypes and fail to reach 
large-scale production. This fact indicates the low competitiveness of innovative 

Table 5  Expenditures on innovation activity in the EAEU, million USDa

Country 2019 2020 2021 2022 2023 Relative change (%)

EAEU 32,282.8 32,151.7 34,629.8 42,954.9 46,003.8 9.26
Armenia – – – – – –
Belarus 681.2 603.2 467.7 327.6 439.2 −10.39
Kazakhstan 1400.2 1882 1844.2 3156.1 3990.3 29.93
Kyrgyzstan 11.3 3.3 4.9 2.3 1.6 −38.66
Russia 30,190.1 29,663.2 32,313.0 39,468.9 41,572.7 8.33

Source: [24]
a Data adjusted to 2023
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Table 6  Dynamics of patent applications and registrations in the EAEU, units

Period Data type Russia Armenia Belarus Kazakhstan Kyrgyzstan EAEU

2019 Filed 35,511 116 393 805 93 36,113
Issued 34,008 100 461 709 67 35,345

2020 Filed 34,984 70 394 900 64 36,412
Issued 28,788 72 447 651 49 30,007

2021 Filed 30,977 48 386 973 87 31,498
Issued 23,662 27 316 585 39 24,629

2022 Filed 26,924 34 342 838 71 28,209
Issued 23,315 3 302 492 47 24,159

2023 Filed 26,720 22 359 917 75 28,093
Issued 23,406 5 248 492 50 23,709

Relative change (%) Filed −6.86 −34.01 −2.24 3.31 −5.24 −6.09
Issued −8.92 −52.71 −14.36 −8.73 −7.06 −9.50

Source: [25–29]

products produced within the EAEU compared to their counterparts in developed 
countries.

In industrial cooperation within the EAEU, there remain unused opportunities 
due to the lack of fully developed interaction practices in the field of bilateral and 
multilateral industrial cooperation, as well as the lack of understanding of the 
opportunities and objectives of Eurasian integration by businesses and government 
authorities, despite the adoption of numerous documents. As a result, fragmentation 
in cooperation persists, which needs to be eliminated to make it more cohesive and 
comprehensive. Given the growing need to enhance interstate interaction, an impor-
tant step toward utilizing the production potential of the union is the development of 
a digital technological platform that will facilitate scientific and technological coop-
eration among the EAEU countries. Such a platform will enable the creation of a 
digital ecosystem where research, educational, and production resources of member 
states will be integrated, providing a shared environment for the exchange of knowl-
edge, technologies, and expertise. The creation of this platform aligns with the 
course toward digital transformation and the harmonization of legal frameworks for 
scientific and technological policy, contributing to the improved coordination of 
joint projects and active exchange of knowledge, skills, and innovative solutions 
within the union.

4.2 � The Eurasian Digital Technological Platform

The term “technological platform” (TP) was first introduced by the European 
Commission in the report “Technological Platforms: From Definition to a Common 
Research Agenda,” according to which “European technological platforms” are 
industry-led stakeholder forums that develop short-term and long-term research and 
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innovation programs, as well as “roadmaps” for action at both the EU and national 
levels, supported by private and public funding [30]. These TPs provide a basis for 
determining priorities, timelines, and action plans in the field of research and devel-
opment on important strategic issues within the integration association.

In the Russian practice, the term was first introduced by the decision of the 
Government Commission on High Technologies and Innovations, where a TP is 
understood as “...a communication tool aimed at intensifying efforts to create prom-
ising commercial technologies, new products (services), attracting additional 
resources for conducting research and development with the participation of all 
interested parties (business, science, government, and civil society), as well as 
improving the regulatory and legal framework in the field of scientific, technologi-
cal, and innovation development” [31].

The formation of a TP is advisable in the presence of such problems as: multi-
plicity of potential participants and indirect beneficiaries interested in its formation, 
as well as the necessity to ensure discussions on the prospects of technological 
modernization and forms of partnership between business, science, and the state; 
weak structuring of business interests in the development and implementation of 
new technologies and personnel training, as well as the need to define requirements 
for the most important basic technologies; multidisciplinarity of research for the 
development of promising technologies, uncertainty of existing scientific and tech-
nological competencies, and fragmentation of scientific organizations under various 
executive authorities.

These conditions are characteristic of the innovation process in the EAEU, which 
determines the positive effect of the integration association from forming such a 
communication mechanism between business, government, science, and civil soci-
ety. However, TP is not only a communication tool but also a complex mechanism 
for transforming the relationships of fragmented participants in innovation activities 
toward consolidation, the use of shared innovation achievements, and digital tech-
nologies. It should be noted that the existing Eurasian technological platforms are 
designed to accumulate the most advanced achievements in scientific and techno-
logical development, mobilize scientific potential for the development of innovative 
projects, and their implementation in industrial production. Despite the high level of 
development of existing TPs and efforts to stimulate their growth, the main draw-
backs include insufficient coordination of activities in the digital space.

The most relevant tool for digital transformation and the creation of innovation 
ecosystems is the digital platform (DP), as platform-based development strategies 
are an effective method of digital change due to the high adaptability of the platform 
and the effects of network interactions. Despite the growing popularity of this tool, 
there is no universal approach to defining DP. For example, Dmitrieva et al. [32] 
define it as a hybrid multilateral structure aimed at creating value through direct 
interaction between user groups. Lipsett [33] recognizes openness and the creation 
of public value as key aspects of DP development. At the same time, Smirnov [34, 
p. 18] defines it as a virtual space, a tool for interaction between innovators from 
different countries, while Styrin, Dmitriev, and Sinyatullina [35] describe it as a 
next-generation intermediary institution, a technological structure for interaction. 
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Consequently, a DP represents a virtual infrastructure that facilitates interaction 
between market participants and ensures value creation for each participant.

It should be noted that the presented interpretations share several common 
parameters: the presence of a unified information environment and a corresponding 
information-technology infrastructure; the algorithmization of participant interac-
tions within the platform; the use of “smart” technologies; mutually beneficial rela-
tionships; and increased efficiency of business processes. Thus, a DP is a unified 
information and communication system consisting of digital infrastructure, digital 
tools, and digital competencies capable of bringing participants together to achieve 
economic and/or social effects. The creation of the Eurasian digital technology plat-
form (EDTP) will allow the EAEU countries to consolidate efforts in the scientific 
and technological sphere, attracting the necessary resources for research and devel-
opment, facilitating the exchange of knowledge and experience among countries, 
and actively involving innovation process participants in the development and 
implementation of innovations. This will be achieved through the integration of 
information and communication technologies into a unified network for the accu-
mulation and distribution of resources, leading to the formation of the following the 
EAEU advantages in the field of ISTC:

	– increased efficiency of interaction between individuals, legal entities, executive 
and regulatory authorities of the member states through unrestricted data 
exchange, meeting their needs without territorial limitations;

	– involvement of small and medium-sized enterprises in the innovation sector by 
enabling data collection and aggregation from various sectors, achieving a syn-
ergistic effect;

	– reduction of transaction and time costs for all participants;
	– enhancement of the competitiveness and innovation development of the member 

states through the internationalization of activities and the advancement of for-
eign economic and scientific and technological cooperation to a new level.

In accordance with these advantages, several key tasks of the EDTP can be identi-
fied: the accumulation of national and integration achievements in scientific and 
technological development, the mobilization of innovation potential of member 
states for work on interdisciplinary projects, the creation of a unified patent data-
base for innovative developments, and the provision of opportunities for the mutual 
implementation of results in production to facilitate innovation commercialization 
and enhance the competitiveness of innovative products. For the effective imple-
mentation of these tasks, it is necessary to establish a clear organizational structure 
that ensures the coordination and optimization of platform participants’ actions 
within the framework of scientific and technological cooperation among the EAEU 
countries (Fig. 1).

The EDTP embraces representatives from science, education, and business, who, 
at the General Assembly of platform members, the highest governing body (Part 1, 
Article 29 [36]), determine measures to ensure compliance with the platform’s 
goals, approve strategic directions of activity, develop and implement joint innova-
tion projects, define the roles and functions of participants, as well as the budget and 
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Fig. 1  Organizational structure of the EDTP

resource allocation. The General Assembly coordinates the strategic goals and 
objectives of the platform, aligning the interests and priorities of all participants and 
contributing to the efficiency of innovation activity within the EAEU countries.

The Supervisory Board, functioning as a collegial body, oversees the platform’s 
activities. It determines development directions, monitors project implementation 
and goal adherence, and maintains interaction with external entities, including regu-
latory authorities and interested companies. The Supervisory Board ensures the 
implementation of strategic plans approved by the General Assembly and, if neces-
sary, approves modifications, helping to accommodate participant interests while 
maintaining the strategic priorities of the platform.

The Platform Management Board is responsible for day-to-day leadership and 
coordination. It develops annual plans and work programs, approved by the General 
Assembly, distributes tasks among departments, and oversees budget control and 
project plan execution. As the executive body, the Management Board makes opera-
tional decisions on resources and activities, coordinating tasks among participants 
to achieve the established goals.

The Expert Council performs consultative and expert functions, conducting 
expert evaluation and assessment of scientific research and innovation projects, as 
well as developing recommendations for their improvement. The Council ensures 
the quality and cost-effectiveness of innovations and assists the Management Board 
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and other departments in making strategic decisions. The consultations and reviews 
carried out by the Expert Council help participants and platform departments 
enhance projects and minimize risks, strengthening the scientific and technological 
foundation of innovation initiatives.

The EDTP includes four departments, each of which interacts with the others 
while performing its designated tasks. The Innovation Project Development 
Department collaborates with scientific institutions, entrepreneurs, and educational 
organizations to create projects based on the intellectual property of the partici-
pants. It works closely with the Technology Transfer Department to prepare projects 
for implementation and with the Expert Council for approval and modifications. 
The Marketing Department for Intellectual Property Results analyzes market condi-
tions, conducts market research, and develops marketing strategies, facilitating con-
nections with potential partners and clients. It also coordinates with the Technology 
Transfer Department to successfully promote products and technologies developed 
on the platform in the market. The Legal Support Department provides legal consul-
tation to participants and departments on issues related to intellectual property pro-
tection and transaction support, while also working with the Marketing Department 
to ensure the legal security of operations. It develops and reviews regulatory docu-
ments, manages licensing, and provides legal support for projects. The Technology 
Transfer Department facilitates the transfer and adaptation of new technologies for 
practical use and their promotion at the national and international levels. It collabo-
rates with the Innovation Project Development Department in planning and imple-
menting technology transfers, as well as with the Expert Council for technology 
evaluation and market readiness preparation.

The multilevel structure ensures flexibility and the ability to respond quickly to 
changes, enabling efficient implementation of innovation projects with minimal 
risks. To maximize the impact of participation in the EDTP for innovation process 
participants, it is necessary to develop evaluation criteria for their interaction within 
the platform as a network mechanism. The search for effectiveness and performance 
criteria is complicated by the complexity of the network environment and the 
diverse forms of interaction within it. Therefore, criteria should be determined con-
sidering the importance of achieving participants’ goals and the effectiveness of 
their cooperation.

It is proposed to define evaluation criteria for the EDTP participant interactions 
in the following areas (Table 7):

	– implementation of R&D—characterizes the processes of initiating and conduct-
ing research and development within the platform;

	– quality of the institutional and infrastructure environment—reflects the forma-
tion of structural ties between ISTC subjects and regulatory and legal frameworks;

	– development of human capital—characterizes the scientific, technological, and 
digital development of the participating countries;

	– implementation of innovative developments—assesses the level of commercial-
ization of innovations and their financial outcomes;
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Table 7  Criteria for evaluating network interaction of the EDTP participants

Evaluation direction Criteria

Implementation of R&D  �� – �Number and volume of R&D projects initiated and 
implemented on the platform

 �� – Number of reports on completed research projects
 �� – �Number of scientific events held (conferences, fairs, 

webinars, etc.)
 �� – �Number of scientific materials prepared using the 

platform (scientific articles, reports, monographs, etc.)
Quality of the institutional and 
infrastructure environment

 �� – �Number of entities registered on the platform, 
categorized by actor type

 �� – �Number and size of project groups by research 
directions of the platform

 �� – �Number of regulatory documents, projects, and 
development strategies developed/adopted using the 
platform

Development of human capital  �� – �Number of training programs jointly developed using 
the platform

 �� – �Number of specialists trained under jointly developed 
educational programs

 �� – �Number of educational resources jointly developed 
using the platform

 �� – �Number of educational events implemented using the 
platform

 �� – Number of specialists employed through the platform
Implementation of innovative 
developments

 �� – Number of commercialized intellectual property results
 �� – �Number of new/improved innovative products in the 

platform’s focus areas
 �� – �Change in revenue of innovation process participants 

related to the implementation of platform projects
Network effect  �� – Speed of innovation flow through the platform

 �� – Platform capacity
 �� – Number of participants in network interactions
 �� – Degree of connection involvement;
 �� – Share of added value in innovative products

Source: [37]

	– network effect—takes into account the features of connections within the plat-
form, defined by its properties, the number of users, and the added value of 
innovative products.

These criteria will enable the assessment of the current state of network interaction 
among the EDTP participants, track the structural characteristics and dynamics of 
ISTC within the EAEU. Additionally, based on the analysis of the EDTP activities 
over multiple periods, it will be possible to identify “bottlenecks” in various areas 
of interaction, determine missing elements needed to ensure effective collaboration, 
and model the expansion and efficiency of the platform. This could serve as a foun-
dation for a new practical direction in economic research on the digital technologi-
cal platform network of the integration association.
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5 � Conclusion

The study has identified the significance of ISTC in enhancing the innovation-driven 
development of the EAEU countries. Based on the analysis of current scientific and 
technological development indicators of the member states, it has been established 
that the measures they have adopted stimulate innovation growth, albeit to varying 
degrees. It has been determined that coordination issues and differences in the 
EAEU’s legislative framework limit opportunities for the exchange of technologies 
and knowledge in the industrial sector, thereby reducing the effectiveness of ISTC 
and hindering the promotion of high-tech products in international markets.

To overcome these limitations, it is proposed to improve the interaction mecha-
nism within ISTC through the launch of the EDTP. This platform will allow for the 
integration of innovation process participants, accelerating innovation activities and 
commercializing their results. The implementation of these measures will provide 
the EAEU member states with significant advantages in enhancing their industrial 
competitiveness in global markets, reducing disparities in innovation infrastructure 
development, and creating conditions for active participation in international scien-
tific and technological projects.

Evaluation criteria for network interaction among innovation process partici-
pants have been defined, allowing for an assessment of the platform’s effectiveness 
based on network effects.

In the future, to further develop scientific and technological cooperation among 
the EAEU countries, it is advisable to design an organizational and economic mech-
anism, which should include the development of procedures for the preparation and 
submission of joint innovation projects involving educational institutions, research 
organizations, industrial enterprises, national and supranational authorities, and 
civil society.
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